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CHAOTIC OSCILLATIONS 1IN
MECHANICAL SYSTEMS

Earl H. Dowell
Duke University

ABSTRACT

Chaotic oscillations have now been observed in
nonlinear mechanical systems by analytical,
numerical and experimental methods. Nevertheless
a more fundamental understanding of why and when
such oscillations occur is of great importance.
This goal will be pursued here by considering the
relationship between chaos induced by forced
oscillations vs self-excited oscillations, the
relationship of indeterminancy of the final
equilibrium state in the initial value problem to
chaos in the sustaine«: oscillation problem, com
parison of theory to physical experiment,
necessary and sufficient conditions fcr chaos to
occur, and the question of convergence of systems
of modal ordinary differential equations which
derive from partial differential equations.

Acknowledgement: This work was supported in part
by the Army Research Office, Contract DAALQ3-~
87K0023, and the National Science Foundation,
Grant MSM-8504105. Drs. Gary Anderson and

Elbert Marsh are the program directors. This
paper is a chapter from a forthcoming book,
"Nonlinear Aeroelasticity," to be published by
Springer-Verlag in 1988. The co-authors are

Earl H. Dowell and Marat Ilgamov.




INTERPOLATED MAPPING TECHNIQUES*

Benson H. Tongue

The George W. Woodruff
School of Mechanical Engineering
Georgia Institute of Technology
Atlanta, GA 30332

Introduction. In order to completely characterize the response of nonlinear systems, it
is often necessary to calculate time responses for many different initial conditions. This is
due to the well known fact that nonlinear systems often support several distinct steady state
solutions depending upon the particular initial conditions used [{1]. In addition, one often wishes
to determine the system response under a variety of system parameter values. Unfortunately,
exploring a system’s responses in this way is extremely time consuming due to the extremely
large number of possible trajectories that have to be simulated.

In an attempt to alleviate this problem, Hsu and co-workers [2-7] introduced two new
methods of analysis. The central idea, common to both techniques, is to treat phase space not
as a continuum, but as a finite set of discrete states. The way in which this is done is to divide
phase space into a rectangular array of “cells”. In the Simple Cell approach, the center of each
cell is used as the initial condition for every state that lies within that particular cell. The cell
that this trajectory terminates in is recorded as the target cell for all points lying within the
original cell. In this way the continuous system is reduced to that nf a discrete mapping The
difficulty arises from the fact that continuous trajectories cannot be generated due to the step
discontinuities that occur at the beginning of each mapping. This introduces a distortion into
the phase flow that effectively eliminates the possibility of accurately determining long term
trajectories or local stability characteristics.

The second approach, Generzlized Cell Mapping, constructs a probabilistic characterization
of the phase flow by utilizing several trajectories in each cell and determining what fraction of
these end in particular target cells. Based on the distribution of these target cells, a probabilis-
tic mapping is constructed which allows one to determine steady state responses via Markov

chain theory. This technique also is hampered by the impossibility of determining continuous
trajectories for a given system.

The topic of the present wcrk is an approach (Interpoiated Mapping) that allows an accu-
rate global determination of a system’s dynamical respunses without the restrictions that have
hampered previous methods [8-11]. The notable feature of this methodology is that instead of
viewing phase space as a discrete array that maps onto itself under the system’s dynamics, the
notion of a continuous phase space is retained. The continuous deformation of state space under
the action of the governing dynamical equations is approximated from a knowiedge of the exact
response of a finite number of points. This information is then used along with an interpolation
procedure to generate complete trajectories for any given initial conditions within the confines
of the original array.

In the simplest application of the method, the points are arranged within a rectangular

* This work was supported by the National Science Foundation, Grant No. MSM-8451186.




grid. Trajectories are computed for all of the points for a fixed time duration, A. If the system
is periodically forced, the natural value for A will be the fundamental period of the excitation.

The terminal position of each trajectory is then recorded. This information forms the basis of a
discrete mapping for the system from tq to to + A.

Figure 1 illustrates how an initial point, A, maps to the new position, B. To begin
the iteration procedure, the relative position of a trajectory’s initial position is determined
with respect to the four array elements forming the vertices of a rectangle about this point
(C11,C12,C21 and Cy; in Figure 1a). The location of this point after another A increment of
time is found by interpolating between the final locations of the trajectories emanating from the
Ci;’s. The relative position of the point A to its surrounding array is shown in Figure 1a. It is
displaced a distance x,, to the right from the leftmost array element and a distance x,, up from
the lowermost array element. One mapping later, the relative positions have changed to those
shown in Figure 1b. The new position of the discrete trajectory is given by the intersection of
the two line segments (a,b) - (e,f) and (c,d) - (g,h). Extending the trajectory simply involves a
repeated application of the interpolation technique.

It is important to observe that the individual segments of a given total trajectory are unique
to that particular trajectory and will not occur in any other trajectory. Thus, even though a finite
number of array elements is used initially, an infinite number of trajectories can be generated, not
just a finite number of cell to cell mappings, as is the case for other existing mapping methods.
Since no overt discretization is imposed on the possible states of the system, arbitrarily long
trajectories can be computed. The ability to generate a continuum of trajectories allows the

technique to efficiently be used in bifurcation studies and in determinations of a system’s basins
of attraction.

Because previously examined mehods of iterative mapping enforced a step discontinuity
in the state of the systems at each mapping interval, errors in the system response were made
unavoidable. The present technique avoids this difficulty. Thus one is free to investigate relative
stability, generate Lyapunov exponents, etc., at a very low cost and with a very high degree of
accuracy. As an example, the basins of attraction and associated attractors for the equations

X; = X3

Xz = —.02x; — .25x; — x} + 8.5cos(t)

are shown in Figures 2 (exact calculation) and 3 (Interpolated Mapping). Note that the two
cases are almost indistinguishable.

The potential impact of these techniques is sizable. Until now, global nonlinear analyses
have been largely confined to single degree of freedom systems because of excessive computer
time requirements. For example, the calculation of the basins of attraction for a simple nonlinear
pendulum can require literally hours of time on a supercomputer. Interpolated Mapping allows
the same calculations to be done in just minutes of run time on a minicomputer. The implication
is that one can do all of the currently performed analyses in a greatly accelerated fashion or,
more importantly, attempt complicated, multi-degree of freedom analyses for the first time. The
talk will focus on different types of interpolation strategies, dynamical limitations and future
applications of the method.
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On Understanding Chaos in Nonlinear Oscillators
Having a Single Equilibrium Position
W. Szemplinska-Stupnicka* and P. Niezgodzki
Institute of Fundamental Technological Research
PAS, Swietokrzyska 21, 00-049 Warsaw, Poland.

Introduction

This paper is concerned with the chaotic response of a single-
degree-of-freedom system governed by the following equation of motion

X + w;X + hx + alxz + 02X3 = P cosvt, <t = g% (1)
where h > 0 and the coefficients of the quadratic and cubic nonlinear
terms, o, and a,, satisfy the condition that x = 0 is the unique stable
rest pos%tion aé P = 0. Equations of this type arise in the analysis of
large-amplitude vibrations of flexible structures when a single-mode
solution is assumed. The behavior of the system is studied extensively
by approximate analytical methods.

Since the year 1979, however, when a distinctly new type of steady-
state solution known as chaotic motion was obtained by computer
simulation, it became clear that our knowledge about the system behavior
is far from complete. While chaotic motion in systems having two stable
equlibrium positions (two-well potential system) can be intuitively
explained by some physical arguments, the arguments fail in the system
for which x = 0 is the only stable rest point.

In the present paper some attempts are made to provide a physical
interpretation of chaotic motion in this class of systems by using
arguments and mathematical tools based on the approximate theory. This
became possible because of observations made by numerous authors that
zones of chaotic motions separate two different types of periodic
responses. Usually gT-periodic and T-periodic solutions are involved.

Computer-Simulation Results and the Concepts of the "Filtered" Chaotic
Component of Motion

A typical example is sketched in Fig. 1. The frequency spectrum of
x(t) in Fig. la corresponds to a subultraharmonic resonance, and the qT
periodic components are denoted by dashed lines. The solution can be
approximately described as

x(t) = x(t +qT) = 12 Ajcos(nvt + 5 ) + 122 3 Apcos(% ot + °p)
n=0,1,2... p=1,2,3... (2)

* Currently Visiting Professor, Department of Engineering Science and
Mechanics, Virginia Polytechnic Institute and State University,
Blacksburg, VA 24061.




where the first term contains harmonic components with period T, and the
second comprises the harmonic components of period qT. On varying the
frequency v we arrive at the stability limit of this type of solution,
and eventually to the T-periodic solution shown in Fig. lc. If the
forcing parameter P is sufficiently smaii, the decay of the qT-periodic
component occurs at certain v=v_, and hence only the transient motion
and the associated jump phenomeﬂa are observed. At higher values of P,
however, the decay of the gT-periodic component is preceded by a zone of
chaotic motion. The most essential observation that comes from the
frequency spectrum of the chaotic solution (Fig. 1lb) is that continuous
segments of the spectrum spread only around those harmonic components,
which are due to decay. Because only the continous portion of the
frequency spectrum contributes to the chaotic motion, a conclusion was
drawn that the time histories of the individual chaotic components of
the response might give insight into the nature of the response.

To make such an analysis possible, a numerical technique was
developed to obtain the "filtered" response x(t), i.e., the component of
the complete signal x(t), that corresponds to the individual continuous
segment of the frequency spectrum, denoted by av in Fig. lb.

An analysis of many samples of x(t) clearly indicated that it can
be approximated by a single-harmonic component with the amplitude
fluctuating randomiy with time and the frequency being close to the
middle frequency, but depending on the amplitude: [Fig. 2 and 3]

X(t) = a(t)coslw(a)t + o] (3)

This brings an appealing idea that the "chaotic component" of motion
here can be interpreted as a sort of "free-vibration" motion.

Secondary Resonances-Theoretical Analysis of the Stability Limits

In the approximate study of secondary resonances we start with the
general solution of the linear, undamped system, Eqs. (1) for f(t) = h =
0.

: 0 P
x( )(t) = a cos(uot + 3) + AFCOSvt, AF = = (4)

-\
o)

where a, » are arbitrary constants depending on initial conditions,
and v being far from Wy

[f the damping terms is inciuded, the free- vibration component
decays with time. Where the complete nonlinear Eg. (1) is considered,
however, it may happen that the "free-vibration" term is sustained,
giving rise to the first approximate stable solution

x(t) = a cos(wt + ») + Afcos(vt + u), (%)
da _ do _ .
a—dt—o,a 0 (6)

The necessary condition for such a solution, and hence for the secondary
resonance, to exist is that the frequercies be commensurable:
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f

w = % ve Py @ =1,2,3...p=2q (7)
and hence the steady-state solution (5) be gT-periodic. The loss of
stability of the solution can be interpreted as the loss of the
frequency entrainment (6).

The approximate methods lead immediately to the conclusion that the
free-vibration component decays at the stability limit, a - 0 as t + =.
The time history of the filtered response, however, suggests another
type of instability, the instability for which the motion exhibits
random-like fluctuation of the amplitude a in a certain zone of v.

To verify this idea we have to compare the frequency-amplitude
relationships obtained from the.filtered response with the theoretical
ones. To find the theoretical w = w(a) at the stability limit we
rewrite Eq. (5) in a more general form:

x(t) = z(t) + x_(t), where x_(t) = A _cos(nvt + ¢ ) (9)
f f n=0.1.2 n n
and insert it into Eq. (1).
Z(a):
2+ hi+z[u +2a (A + Y Acose ) + 3a d ZAZ + 3 L A%cos2e
0 1Yo n n 2Y2 &'n 2 'n n

n= LS ]

2 3
+ JAApcose cose )] + 27{a, + 3a,(A) + A cose )] + a,27 = F(ut)
where 8, = Nt + ¢, n = 1,2... and F(vt) stands for all time-dependent
terms. Eventually neglecting all time-dependent terms, we find that the
"free-vibration" components of motion z(t) is governed by equation

2+ hz+20 + zz(al +3a,A) + a223 =0 (10)
2 2 3 2
Q = wy + Zale + 3 % z An (11)
n=1,2...

where A, - An are the amplitudes of the forced term at the stability
Timit.,

On the assumption of the simple-harmonic solution for z(t) the
theoretical first approximation to the amplitude-fregquency relation is

(o) =u +2aA +3a, T Al+daa] (12)
Example 1 n=l,2...

wy =0.38, o, =107, a,=1, P=0.16 h=0.05 =104

The chaotic zone occurs in the neighborhood of the stability limit of
the 1/2 subharmonic resaonance

x(t) = x(t + 2:) = A%COS(% L+ 9%) * Ay * Acos(vt + o))




with the continuous frequency spectrum around v/2. At the stability
limit Aot = - 0.276, A11 = 0.24. Equation ( ) yields @ = 0.1056 and

w(a) = 0.1056 + 3/4 a°
The theoretical w = ;(a) is represented in Fig. 4 by the solid line.

Results obtained by an analysis of the filtered response x(t) are
represented by the dots.

Example [I
w =0, a =0, a«,=1.0, P=12.0, h=0.1, v =0.9.

The chaotic zone considered here occurs close to the stability limit of
the 7/3 ultraharmonic resonance

x(t) = x(t + 37) = z AnCOS(vt + ¢n) + z A p/3cos(p/3vt + ¢)

n=1,3,5 p=1,7
At the stability Timit: A = 1.67, A, = 1.29, A, = 0.27, ylelds
3 2
Q= /3 Al = 2.60
2 n=1§2,3 n

The filtered response x(t) in Fig. 3 corresponds to a narrow band
of av in the neighborhood of 7/3v so that the changes of w with the
amplitude can hardly be observed. The averaged frequency was obtained

as
w = 2,50
Conclusions

The major point in the study of the nature of chaos is an
observation and analysis of the "filtered response", i.e., the component
of the complate chaotic response, which corresponds to an individual
narrow-band continuous segment of the frequency spectrum. Because the
filtered response x(t) shows a pattern similar to a single harmonic
function of time with randomly varying amplitude and amplitude-dependent
frequency, the idea of considering it to be a sort of "free-vibration"
wds developed. The theoretical explanation of this phenomenon was found
by considering the concept of the stability limit of the secondary
resonances in the light of the approximate theory.

Comparisons of the properties of the filtered response with those
obtained by the first approximate theoretical analysis shows
surprisingly good agreement.
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Bifurcations in a Forced Softening Duffing Oscillator
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Department of Engineering Science and Mechanics
Virginia Polytechnic Institute and State University
Blacksburg, VA 24061
Abstract
The response of a damped Duffing oscillator of the softening type to a harmonic force is analyzed in

a two parameter space including the frequency and amplitude of excitation. An approximate procedure to
generate the bifurcation diagram in the parameter space of interest is developed by obtaining perturbation
solutions in the neighborhood of the nonlinear resonances of the system and, through Floquet analysis,
determining the bifurcation locus of these solutions. The resuits obtained are evaluated by comparing them
with analog simulations, which show escape from the potential well among other behaviors.

1. Introduction

Interest in the Duffing oscillator with softening nonlinearity lies in the varisty of physical phenomena
that it models (e.g. , the rolling motion of a ship [1} ) and the fact that it is isomorphic to other systems of
importance in physics and engineering (e.g., Josephson junction oscillators and Foucault’s pendulum).
Particularly interesting is the response of the Duffing oscillator in the presence of harmonic forcing and
damping, which has been found [2-4] to exhibit, among other features, hysteretic and chaotic behavior.
Thus, we considered this latter system governed by a nondimensional differential equation of the form

£+ 2ui + x — ax> = fcos Qt wa>0 feF QeW FWcR! 1))

where F and W represent appropriate domains to analyze the dependence of the solution on the parameters
f and Q, which can be alternatively changed. Our aim was to identify the regions of the parameter space
P = F x W where bifurcations occur by using approximate analytical techniques and simple numerics.
Additicnally, we carried out detailed analog simulations on a system governed by ().

Figure 1 shows the potential well and the phase diagram of the Hamiltonian system associated with
(1) when u = 0.2 and « = 1. It is evident that under some conditions the system can escape from the
potential well. We are especially interested in this event due to the catastrophic implications that it could
carry in a physical system, e.g., the capsizing of a vessel. To determine the dependence of x(f,Q) on the
parameters, in Section 2 we develop an approximate solution using perturbation techniques. The stability
of this solution is then determined using Floquet theory, which signals the location of bifurcation points.
By sequentially applying this procedure, we generate a bifurcation diagram in the parameter space P for the
T-periodic approximate solution. In Section 3 we present the results of analog simulations and compare
these observations with the calculated solutions of Section 2.

2. Perturbation Solution

An approximate analytical solution of (1) may be obtained by assuming that the coefficients u, a, and
f are small. This smallness can be characterized using a single coefficient ¢, where ¢ << 1, as scaling factor.
Thus, we rewrite (1) as

X+ x = —2p% + ax® + foos Qi) pwa>0 feF QeW FWeR! @)
A second-order straightforward expansion {5] of the type
X(5 £) = xo(1) + exy(8) + € x(0)... 3)

quickly identifies resonances in (2) occurring when Q =~ |, Q ~ 1/3, Q ~ 3, which render (3) nonuniform
and consequently inappropriate. We determine a uniform second-order approximate solution for the
primary resonance (§2 ~ 1) by applying the method of multiple scales, as presented by Nayfeh [5). The
subharmonic (Q =~ 3) , and superharmonic (Q = 1/3) resonances were found to produce considerably
smaller amplitudes of response than the latter, so they were excluded from the frequency interval considered.

2.1 Multiple-Scales Solution for Primary Resonance
In this case the proximity of €2 to unity can be expressed as

Q=1+¢o @

where ¢ is a detuning parameter. The natural frequency of the linear oscillator in (2) can be written in terms
of §2 using (4), resulting in the following form:




£ + Q%% = g(ox + ax® — 2uk + feos Q1) )
We let
x(t; 2) = xo(Ty, Ty, Ta) + exy(Tgy Tys To) + 225(Tgy Tyy Tp) + oo (6)

wher; To=t, Ti =¢t, and T; =¢?t. Substituting (6) into (5) and equating coefficients of like powers of ¢,
we obtain

Dijxy+ Q'xy =0 0

DZx, + Q%x, = —=2DyD;xo + x4 — 2uDyxy + axy + fcos Qt )

Dix; + Q%xy = =2DyDyxg ~ 2DyDyx, — D¥xg — 2uDyx, — 2uDyxq + oxy + 3axdx, ©)
The solution of (7) can be written as

xg = acos(Qz + §) (10)

Eliminating secular terms from (8) and (9), we find that

3
x(t) = acos(Qt + f) — ¢ 3‘;‘;}2 cos(3Q¢ + 36) + ... (11)

where a and B are given by

23w 3 2 uf S 2o zz!«f

d=—ctua—¢" —— a +¢ cos B — (e +¢ + az) sin g 12
2 2 2Q 3q> 3203 (12)
p e 2 #2 2 ot 3a 2 3a6 \ 3 2 15* s
aﬁ=‘—(sm+e m+z 803)41--(¢—8T1--+e —IE)?)a -t ma
S 2 of 3 3af , 2 .
- (e +¢ a’) cosf—c¢ sin 8 13)
2Q 8Q’ 2a° 4Q? (

For steady-state periodic responses @ = 0 and 8 = 0 so that (12) and (13) become a set of algebraic equations
and can be solved numerically to determine a and §.

2.2 Stability Analysis
To ascertain the stability of the approximate solution (11), we examine the time evolution of the orbit
after the application of an infinitesimal disturbance of arbitrary type ¢(t) in the form

R0 =x(1) + () (14)
Substituting ,'t\(t) into (2) and keeping only linear terms in (t), we obtain

§(0) + 2eud() + (1 — Jeax’(1) )§(0) = 0 (15)

which is a linear ordinary-differential equation with periodic coefficients having the period T = 22/Q. The
existence of nontrivial solutions can be shown via Floquet’s theorem [5], which cails for solutions of the
form

S(t+ D)= 24(n (16)

where 1 is an eigenvalue (also called Floquet multiplier) of the monodromy matrix C associated with a
fundamental matrix solution ®(t) of (15) through the relation

O(t+ ) = d(1)C (1

Inthe case t = 0, ®(0) = I, we have C(t) = ®(T) , which can be computed numerically by integrating (15)
in {0,T] subject to the initial conditions ( £(0) = 1.0, {(0) = 0.) and ( §(0) = 0., {(0) = 1.0) , for each set of
parameters (£.Q). The periodic coefficient x(t) of (15) is evaluated using (11). The solution of x(t) is stable
provided that &(t) does not grow with t. This requires that {4} < 1. Additionally, 1he manner in which 4




leaves the unit circle defines the bifurcation that occurs [6]. Determination of the stability of the periodic
orbit (11) or its Poincare map, when a parameter is varied, can be accomplished by characterizing its
codimension one bifurcations from the information provided by the Floquet multipliers . For the
dissipative one-degree-of-freedom system described by (2), there are two types of bifurcations to be
considered: period-doubling (or flip) and saddle-node (or tangent), which occur when 4 goes through -1 or
+ | respectively [6].

2.3 Bifurcation of Symmetric Solutions

The preceding procedure allows us to predict instabilities in the T-periodic solutions of (2) when either
f or Q is being changed. Period doubling has been found not to take place when the inversion symmetry
of the system is shared by the solution (2). This implies that the symmetry of the solution must be broken
before undergoing the bifurcation (3]. Since (11) satisfies x(t + T/2) = -x(t) ( i.e., it is symmetric), we can
only observe saddle-node bifurcations of this orbit, which induce either symmetry breaking, or tangent
instability depending on the region of the parameter space where the changes occur. Floquet analysis was
performed on the multiple-scales approximation (11) for values of Q in the interval W = [0.4,1.0] and F
= [0.2,0.6] for u=0.2 and 2=1.0 . The results are shown in Figure 2, where inserts (a), (b), and (c)
correspond to the stable orbits found in the regions A, B, and C of the parameter space P. These regions
can be defined as follows:

A={({f,QeP| x() > X, as t> oo (x(0),%(0))e¥, ) P=FxW (18)

where X, is the invariant set representing the large attractor and ¥, is its basin of attraction. A similar
definition holds for B referring to its invariant set X; and its basin of attraction ¥;. Consequently, C has
an invariant set X,UX; and a basin of attraction ¥, N \¥, . The large attractor in insert (a) is then stable in
regions A and C. On the other hand, the small attractor in insert (b) is stable in regions B and C. Therefore,
we observe bistability in C, where the two attractors coexist. Domains of stable solutions are, in this case ,
separated by lines of saddle-node bifurcations which indicate the loss of the T-periodic solution as either
of the two parameters undergoes a change across the line. Attractor (a) loses stability across the solid line,
while attractor (b) is lost when the parameters are changed across the dashed line. At very low forcing levels
no bifurcation occurs and the two attractors merge into one. The direction in which the bifurcation lines
are active is marked by arrows.

*2.3 Bifurcation of Asymmetric Solutions
In order to predict period-doubling starting with a symmetric orbit we have to go to the second
instability. This can be achieved by modifying the form of the solution (11), to allow for the appearance
of even harmonics. A solution of the form

3
()= ) Ay cos(kr + k) (19)
k=0

can be used. The method of harmonic balance is appropriate to determine the values of the constants 4,

and # that satisfy (1). Substituting (19) into (1) and equating the coefficients of each of the three harmonics
and constant term, we find

= add ~ 2 s} + Apa} + Aga} + 3 AlAy + Aydrdy) + 4g = 0 (20)
= 3a(A3A; + Aodydy + Aoy ++ A7 + L by + T 4 4] + 5 4 4]+ 4fay)

— feos(B) — A2’ + 4, =0 (21)
= 3a(Afdy + 5 ApA] + ApAiAs + T ALy + 1 Aty + 4 43 + 5 44))

—4Q%4, + 4, =0 (22)
Ssin(B) + 2uQA4, =0 (23
~da( i+ Apdi Ay + L A} + LAty L4t T Abay L aD -0+ =0 24)
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This set of equations can be solved numerically to determine the A4, and § coefficients for any given
set of parameters (f,Q)e P. The stability of (19) in the parameter space P can be settled again following the
procedure described in 2.2, but replacing x(t) by x in (15). The results are summarized in Figure 3, which
shows this time the occurrence of period-doubling bifurcations (solid curve) and, as before, the tangent
instabilities (dashed). The circles mark the results obtained in section 2.3 for the symmetric orbit.

3. Analog Simulation

As a means to verify the behavior predicted in the previous sections, we used an analog computer to
model the system described by (1). The results obtained are summarized in Figure 4, where we can observe
the characteristic Y-shaped zones (7] encountered in many phase-locking systems and obtained previously
from the T-periodic solution (Figure 3). However, this time we can get a complete picture of the events
taking place after the T-periodic solution loses stability. The region marked B lies below the arm of the Y
with negative slope, that we denote by y,. Tangent instabilities take place when any of the parameters
crosses yi, and the future fate of the system is determined by the attracting set existing in the subset of the
parameter space where it lands. When the system is initially at B and crosses y; into A, we observe the small
orbit becoming unstable and the system hopping to the large attractor, which is the attracting set in this
region. On the other hand, if y, is crossed into D, where

D={(,eP| x(t) = co,as t—oc0 (x(0),%0))eR'} P=FxW 29

the solution becomes unbounded, since infinity is the only attracting set with nonzero basin.

The size of the domain A has not changed considerably. Two coalescent curves y, and y; lie on the
side of the Y with positive slope, where y,; marks the locus of the period doubling bifurcations observed in
the oscilloscope and confirmed by the appearance of half-frequency components in the frequency content
of a FFT(Fast Fourier Transform) of the solution. The symmetry breaking precursor was observed but the
bifurcation line was not included to avoid obscuring the diagram. Shortly after the first period-doubling
occurs, across y;, what is believed to be a period-doubling sequence takes place. Only a few period
muitiplications can be observed before the broad-band spectrum appears in the FFT, indicating the
presence of a chaotic attractor. When either of the parameters crosses the y; curve, the existing chaotic
attractor vanishes, causing the system to jump to one of the attractors in the new domain. In this case the
jump could be to the small attractor if the crossing goes into B, or to infinity if it goes into D. The last curve
bordering domain A is y«, which represents the locus of tangent instabilities causing the large attractor to
jump to the small attractor.

Because of the inversion symmetry of (1), between y; and y; in Figure 4, x(t) and -x(t) are solutions;
thus, two asymmetric attractors coexist and undergo a period-doubling sequence to chaos. Finally, we note
that below {1=0.3 we observe a small Y notch replicating in small scale all the behavior previously
described, but this time located in the superharmonic frequency range where the system (1) has another
resonance. Figure 5 shows data points (stars) obtained from the analog simulations for comparison with the
predictions from section 2. Although the computed diagram only indicates the occurrence of saddle-node
and period-doubling bifurcations on the arms of the Y, the fact that no other attractor is present in D should
hint the possibility of escape.
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EXTENSIONS AND NEW APPLICATIONS OF MELNIKOV’S METHOD
FOR PREDICTING THE ONSET OF CHAOS*

Steven W. Shaw
Department of Mechanical Engineering
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East Lansing, MI 48824

Melnikov’s method [1] is one of very few methods which can provide
necessary conditions for the existence of chaotic motions explicitly in
terms of the system parameters. It is an asymptotic method which is capable
of detecting the existence of transverse homoclinic points, which in turn
guarantees the existence of horseshoes via the Smale-Birkhoff homoclinic
theorem [2]. Horseshoes represent an unstable type of chaos which may be
transient in nature, but they are often a precursor to the onset of
sustained chaotic dynamics [3]. This analytical tool has been widely
applied to single degree of freedom systems with periodic excitation (see
[3-7] for example) and to conservative systems with more than one degree of
freedom, [8-10]. Recent work has extended the method to include a wider
range of applications including:

i) systems with small amplitude multi-frequency inputs
iig systems with large amplitude, low frequency inputs
iii) certain dissipative multi-degree of freedom systems
iv) systems of type iii) with inputs of types i) or ii).

These extensions are due primarily to Wiggins and are outlined in his
forthcoming book [10].

In this presentation we will review the usual, planar Melnikov
method and will then proceed to discuss specific examples of physical
systems which are amenable to the extended methods. These will include the
forced, damped spherical pendulum, a buckled beam with low amplitude, multi-
frequency inputs, and the simple planar pendulum with large amplitude, low-
frequency excitation. The results will indicate the nature of the chaotic
motions which are expected to occur in each situation.

*Supported in part by NSF and DARPA.
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SUPPRESSION OF CHAOS BY NONLINEAR DAMPING
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Introduction

This paper describes a new method of achieving vibration reduction of
beams by means of damping of their axial displacements. Axial
displacements are of a smaller order of magnitude than the flexural
deflections. These displacements can be mechanically magnified in order to
produce appreciable axial damping that will inhibit vibrations. The result
is a dynamical system whose damping coefficient increases quadratically
with the amplitude of oscillations.

The problem of nonlinear vibrations of rods and beams also has a long
history. An account of its development is given in Nayfeh and Mook [1]
where it is pointed out tha*t the model that forms the basis of most non-
linear studies takes into account the nonlinear effect due to variation of
the axial force. Crespo da Silva and Glynn (2] using variational approach
showed that a consistent third order model has nonlinear contributions from
inertia and flexure as well. In this paper a consistent third order model
forms the basis of our study which however, is derived from Newton's laws
of motion and agrees with Crespo da Silva's and Glynn's result. °

Equations of Motion

The basic system that is considered consists of a simply supported
beam that is axially damped. As shown in Figure 1, axial displacements of
the beam caused by transverse oscillations is resisted by a dashpot (C) or
another means of energy absorption such as friction. A rack-and-pinion
element (M) can suitably magnify axial displacements to appreciable levels
as necessary. Letting s denote the arc length along the beam and u(s,t)
and v(s,t) the time dependent planar components of displacements in the x
and y directions we have

(l+us)2 + vz =] (1)

where subscripts denote differentiation.

The axial force T acting on the end s = L of the beam also determined
to second order of nonlinearity becomes

TL = Gl dgarr (2)




where C denotes the product of the damping coefficient of the dashpot and
the factor magnifying axial motions. Now the axial displacement of the
beam at its end s = L can be shown from (1) to be given by

2
a(L,t) =3 [C (vg) ds. (3)

When (3) 1is inserted into (2), the results is found to be

T, =Cf v_v__ ds. . (

Fa
N~z

From the equation of motion in the x-direction

(T (1+us) - N vS]s =mou, (5)

where T = T(s,t) is the axial force at an arbitrary point s along the center
line of the beam, and from the equation of dynamic angular equilibrium

2
N =-M = -EI [(1+vs/2) Vss]s (6)
one can determine that
§)
T=-3 [ S e ds lds - EI vg vegg + Tg €2

Here m is the mass per unit length of the beam, M is the bending moment and
the boundary conditions u(0,t) = 0 and M(L,t) = 0 have been assumed. Sub-
stitution of (7) into the y~component of equation of motion

[TvS + (1+us)N]s + £ = mv, . (8)
yields
m s (51,2
mvee + EI {vggss + [Vs(VgVss)sls} + 5 {vg fL [fo (vg)ee dsglds)}g
- (TL vs)s = f (9

where f(s,t) is the applied force in the y-direction.

Primary Resonance

The boundary conditions are assumed to be




VeV = 0 at s = O,L. (10)

In order to evaluate the effect of non-linear damping as represented
by the term (T vg)g in (9), specifically,

st dx)s’ (b

L
(TLvs)s = (Cvs f vsv
0
the response of the beam to a first mode harmonic force of frequency Q is

considered. Similariy for the response we assume a first mode of variable
amplitude. Then

3/2 172
f =¢ FcosQtsin %5 , v =g LA(t)sin %3 (12)

where ¢ is a dimensionless small parameter that is introduced for the pur-
pose of the perturbation analysis that will follow. Substitution into (9)
and using Galerkin procedure brings about

A+A+¢s A3 + €8 A(Az)" + eaA?A = ¢k cos v T, (.~ g;) (13)
where § and 8 are constants
n

and the remaining quantities are defined by
cn' Q 2 EI'rr2
w =

I v ===, 0 k =
2mLy w mL“ mLo

7 T = wt (15)

Using the method of multiple scales [1] a solution is sought in the
form

A(t,e) = A (To’Tl) + €A (To’Tl) + eee (16)

where T, = v and T} = etr. For A, one may assume a harmonic solution of
slowly varying amplitude and phase, i.e.,

A - a(Tl) cosy >y =T + 8(T,) (17)

Fig. 3 shows the comparison of results obtained from a Runge-Kutta
based numerical evaluation of (13) and (16) with the approximate result
obtained on the basis of multiple scale analysis. The numerical evalua-
tions are for the five points depicted with a (*) and which correspond to




the values v = 0.8, 0.9, 1.0, 1.1 and 1l.2. The agreement is satisfactory
for ¢ = 0.01 and k =g = 10.

To study the characteristics of the undamped motion Poincare' map of
the scaled velocity A/|Ap,,| and the scaled displacement A/|Ap,y| were
plotted. This map is the two dimensional projection of the three dimen-
sional phase diagram (A, A, t) onto the plane of (A, A) which is sampled at
regular time intervals. At resonance v=] sampling was done at T(2n) with T
an integer in the interval 50 { T < 1050. Strictly periodic motion of one
period will be represented by a single point on the Poincare' map. Closed
cycles represent recurrent variable motions. More complex motions occupy
regions that can be characterized by means of fractals. All of these types
of motions were observed for the undamped nonlinear motion. Generally more
complex types of motions occurred as the amplitude of the forcing term was
increased. This is observed in the sequence of Poincare maps shown in
Figures 4-5.

The effect of the increase of nonlinear damping (increasing a) on the
system is a gradual coalesence or shrinking of points and orbits in the
Poincare' map toward more compact figures and eventually a single point
representing periodic motion completely in phase with the applied force.
For e =1, k = 2.0, v = 1.0, the progress toward a single periodic solution
was observed as damping parameter a was increased in steps from a = 0.0 to
a = 0.l A single steady state periodic solution was observed for a = 1.0
with Apay = 0.9200 and Apzx = 0.0504. Fig. 6 is a typical stage in this
suppression process.
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ABSTRACT
m ing Bi ions |
Mechanical Systems and in surface Waves
P.R. Sethna

This study is concerned with symmetry breaking bifurcations in nonlinear
dynamical systems with D4 symmetry when two of the linear natural frequencies are
nearly equal. The analysis can be shown to apply to a class of dynamical systems
including vibrations of nearly square plates. Detailed results will be given in the case
of surface waves in a nearly square container. The analysis shows that the periodic
and quasi-periiodic standing, as well as travelling wave phenomena , occur. For
certain critical values of the parameters, the system also exhibits chaotic phenomena.
The theoretical results are verified with the aid of experiments. A video tape of some of

the phenomena will be shown.




ASYMPTOTIC TECHNIQUES AND CHAOS IN WEAKLY
NONLINEAR FORCED MECHANICAL SYSTEMS

by
A. K. Bajaj
School of Mechanical Engineering
Purdue University
West Lafayette, IN 47907

In many recent investigations into the dynamic behavior of multi-degree-of-freedom
weakly nonlinear and harmonically excited systems it has been observed that the
amplitude equations obtained via an asymptotic analysis can possess complex
responses. These are in addition to the various steady state constant solutions which
give rise to the phenomena of multiple periodic solutions, pump response etc. The
complex dynamic behavior usually arises when a stable constant solution loses stability
by Hopf bifurcation and the amplitude equations have a limit cycle solution. Changes
in system parameters such as the excitation frequency, the damping and the amplitude
of external forcing may lead to the limit cycle solution undergoing a cascade of
period-doubling bifurcations which culminate in chaotic solutions. The theorems for
the method of averaging then imply that for a small enough ¢ the original system has
motion on an integral manifold. The solution can be physically interpreted as an
amplitude modulated motion. The exact nature of the modulations in the motion is
not predicted.

In the present work, fundamentals of the asymptotic methods are carefully
reviewed and then some particular systems are studied with a view to exploring the
range of applicability of the asymptotic analysis and the correspondence between the
solutions of the averaged equations and those of the original system. The solutions of
the original system equations are investigated for ¢ = 0.1 by using longtime integration
and Poincare section of the steady state motion. For moderate damping when the
averaged equations have only stable limit cycle solutions over the interval in
frequency, the Poincare section of the original equations consists of a set of points
dense in a closed curve. The motion is thus almost periodic with noncommensurate
frequencies. With variation in frequency, this motion undergoes a series of changes
from almost periodic to phase-locked and phase-locked to almost periodic. Poincare
sections clearly reveal that the periodic solutions of the system bifurcate into motion
on a 2-torus. A decrease in damping results in the 2-torus becoming unstable via a
torus-doubling. For small enough damping there is a cascade of torus-doublings
leading ultimately to the destruction of the torus. The predictions of asymptotic
analysis are qualitatively verified for parameter values at which the averaged systems
possess hyperbolic solutions.
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NONLINEAR NONPLANAR PARAMETRIC RESPONSES
OF AN INEXTENSIONAL BEAM
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Abstract

The nonlinear integro-differential equations of motion for an inextensional beam are used to
investigate the planar and nonplanar responses of a fixed-free beam to a principal parametric
excitation. The beam is assumed to undergo flexure about two principal axes and torsion. The
equations contain cubic nonlinearities due to curvature and inertia. Two uniform beams with rec-
tangular cross sections are considered: one has an aspect ratio near unity, and the other has an as-
pect ratio near 6.27. In both cases, the beam possesses a one-to-one internal resonance with one
of the natural flexural frequencies in one plane being approximately equal to one of the natural
flexural frequencies in the second plane. A combination of the Galerkin procedure and the method
of multiple scales is used to construct a first-order uniform expansion for the interaction of the two
resonant modes, yielding four first-order nonlinear ordinary-differential equations governing the
amplitudes and phases of the modes of vibration. The results show that the nonlinear inertia terms
produce a softening effect and play a significant role in the planar responses of high-frequency
modes. On the other hand, the nonlinear geometric terms produce a hardening effect and dominate
the planar responses of low-frequency modes and nonplanar responses for all modes. If the non-
linear geometric terms were not included in the governing equations, then nonplanar responses
would not be predicted. For some range of parameters, Hopf bifurcations exist and the response
consists of amplitude- and phase-modulated or chaotic motions.

1. Introduction

A widely studied phenomenon is the response of axially driven rods. The axial load produces
a parametric excitation, which results in time-dependent coeflicients in the governing equations and
boundary conditions. An important property of such systems is that a small excitation can produce
a large response when the excitation frequency is not close to any of the natural frequencies of the
system [1]. And, owing to certain nonlinear terms, the parametrically excited planar motions may
in turn excite 2 mode which does not lie in the original plane. These phenomena are not disclosed
by a linear approximation to these systems.

By taking into account the nonlinear inertia terms and considering linear curvature in the dif-
ferential equations of motion, Haight and King [2] obtained the planar frequency-response curves
of a parametrically excited rod by means of an averaging method. They also identified unstable re-
gions in the planar response curves, which correspond to a plane shift to stable motions in the other
principal plane. They did not find nonplanar motions. In this paper, we extend the analysis of
Haight and King by including the nonlinear terms arising from the curvature and determine the
nonplanar motions and their stability.

Most of the studies of the nonlinear dynamics of beams are based either on differential
equations valid for systems in which torsional effects are neglected or on equations obtained by
linearizing the beam’s curvature. Only nonlinear inertia and stretching terms are commonly con-
sidered. Crespo da Silva and Glynn |3} showed that the generally neglected nonlinear terms arising
from the curvature are the same order as the nonlinear terms due to inertia. To investigate large
amplitude whirling motions of a simply supported beam constrained to have a fixed length, Ho,
Scott and Eisley [4] neglected the longitudinal inertia and Poisson effects but accounted for large
deformations through the use of Green’s strain measure in the longitudinal direction. They showed
that the nonlinear terms are cubic. They found both steady whirling motions and whirling motions
of the beating type for some parameters.




2. Equations and Method of Solution

The equations governing the parametric vibration of the system shown in Fig.1 are
. s s
V4cv+ Byv“' =(l~ ﬂy)[w"J. v'w''ds — w’”J- v''w'ds)’
1 0
(1-8,° s (s
— —— [wllf J. vllwlldsds]ll — ﬂy[vl(vlvll + wlwll)l]l
Br 01
l ’ $ $ I2 Iz --d 4 ’H 2, nz
—-5-{v 1[o(v + w'“)ds]ds}’ = [v"'(s = 1) + v']1BQ* cos(2t) (1)

. s s
WHew+w =—(1- ﬂy)[v”'[ v'w''ds — v”'j w''v'ds)’
1 0

l — 2 sSrs
4 ﬂf v [V"J;J-, v'w''dsds]” — [w'(v'v" + w'w")'Y

b H
- -;— W' f] [ fo v + w)ds]'ds] = [w''(s — 1) + w']BQ? cos(t) 0]
and the boundary conditions are
v=w=v=w=0 ats=0 (3a)
Vi=w'=v"=w"=0 ats=1 3b)

To investigate the behavior of the beam to a principal parametric excitation in the presence of

a one-to-one autoparametric resonance, we introduce two detuning parameters o and 6, , defined
by

Q = 2w,,(1 + ea) and (h/b)2 = 1 + &g + ¢%5, )

and let w,, = w,,. By using the Galerkin procedure and the method of multiple scales, we obtain
the first-order uniform expansion

v(s,t) = eFm(S)a,(azt) cos( % Qt—y)+.. (5a)
w(st) = an(s)az(azt) cos( —%— Qt—yy)+.. (5b)
where the equations governing the amplitudes and phases are
20,3y’ + [Ry + Rya3sin 2(y; —yy) + Rysin 2y,Ja; =0 (6)
[20)my) = Rg — Rsaf + Roag + R2a§ cos 2(y; —v3) + R3cos 2yJa; =0 )]
2wqq3y’ + [Ey + Ejalsin 2(y, —y;) + Egsin 2y,]Ja; =0 8)
(2wqpyy = Eq4 = Esa§ - E(,af - Ezaf cos 2(y, —yq) + Ejcos 2y;Jay =0 )]

Here, the R, and E, are constants obtained by using nurnerical integration methods.

3. Numerical Results

Case 1: Near Square Cross Section
In this case, &,=0.0and B, =0.7692. We let u =0.05and b = 0.03. Figure 2 shows the re-
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sponse curves of the first mode. It is well known that, for planar responses, if only in- plane dis-
turbances are considered then the upper branch of a, will be stable [1]. But due to the disturbances
in the y-direction , this branch is unstable. It follows from Eqs.(6) and (7) that

— MK

sm2y, = Zwlma7b

. — K

and sin2yy =————

72 2“"2n137b

So, if u =0, then the phase angles y, = y; = — 90° for the upper branches, and y, =y, = 0° for the
lower branches. But the damping changes slightly the phase angles. If we increase u, the upper and
lower branches will move closer to each other. At some critical value of u, these two will merge.
If we increase b, the separation between these two branches will increase. We note from Fig. 2 that
the planar solution in the stff direction (i.e., z direction) is always unstable and hence the planar
response is always in the weak direction (i.e., y direction). It follows from Egs. (6)-(9) that the ef-
fective nonlinear spring coefficients a, and g, in the y and z directions are

2
a.=(1+ 60)a4—Tasw%m and ﬁe=ﬂ4-’3—ﬁ5w2n

Since a,, ay, B,, andf; are positive, the nonlinear geometric terms (1 + 6,)a, and B, are of the hard-
ening type, whereas the nonlinear inertia terms 2/3a;w}, and 2/3fsw}, are of the softening type.
Hence, the overall type of the effective nonlinearity in the y(z) direction depends on the relative
magnitudes of «,(f,) and a,(8,) and the mode shape. For the lower modes, Fig. 2 shows that the
planar response curves are bent to the right, which implies that the nonlinear geometric terms
dominate the response because they have a hardening effect. Neglecting the nonlinear geometric
terms (i.e., letting o, = §, =0 fori = 1, 2, 3, and 4), we obtain the response curves shown in Fig.
3. Comparmg Figures 2 and 3 shows that neglectmg the geometric nonlinearity yields frequency
curves that are even qualitatively wrong. The nonlinearity changes from a hardening to a softemng
type. Moreover, nonplanar responses cannot be predicted without including the geometric non-
linearity.

Figure 4 shows the response curves of the second mode. We note that for the upper branches
of planar motions y, = y,20°, and for the lower branches y, = y,= — 90° . These phase angles are
different from those found in the response of the first mode (Figure 2). Owing to disturbances in
the z-direction, the planar motion in the y-direction is unstable along the branch AB. Similarly,
the planar motion in the z-dircction becomes unstable along the branch CD due to disturbances in
the y-direction. Another point is that the planar response curves are bent to the left, which means
that the overall effective nonlinearity is of the softening type and hence the nonlinear inertia terms
dominate the response.

Next, we return to Figures 2 and 4 to discuss the nonplanar response curves of the first two
modes. As o decreases from a value larger than that corresponding to the point B of Fig. 2, the
nonplanar fixed point loses stability with a complex conjugate pair of eigenvalues moving into the
right-half plane. This corresponds to the extensively studied Hopf bifurcation. Based on the Hopf
bifurcation theorem, one expects amplitude- and phase-modulated motions for values of o near B.
We note that the phase angles of nonplanar responses are not constant, but the difference between
y, and y, is always 90°. Furthermore, all the nonplanar response curves are bent to the right even
for the second mode. This is not unexpected because as discussed earlier the nonlinear geometric
terms control the nonplanar motion. For the first mode, the nonlinear geometric terms have a
hardening effect, and hence the amplitudes of nonplanar mction are smaller than those of planar
motion. On the other hand, for the second mode, the nonlinear geometric terms overcome the in-
ertia terms and produce nonplanar motions that are larger than the planar motions.

If we increasc the absolute value of 4, (i.e., increase the deviation of the cross section from a
square), the planar response curves of the y-direction motion move away from those of the z-
direction motion. Figures 5 and 6 show the response curves for the first two modes. Because of
out-of-plane disburbances, the planar response is unstable along the branch AB of Fig. 5, which
also shows the nonplanar response of the first mode. Here we have a Hopf bifurcation at point C.
Using a Runge-Kutta routine to integrate Eqs. (6)-(9) for ¢ = - 0.0353 along the branch AC for
a long period of time, we obtain the amplitude-modulation behavior shown in Fig. 7. The phase
difference is not equal to 180° . Figure 8 shows the projection of the attractor on the a, — a, plane.
Since the amplitude and phases are not constant but periodic with a period that is larger than that
corresponding to free oscillations, the resulting motion is nonperiodic having two penods (i.c.,




motion on a torus). The spectrum of a, in Fig. 9 shows that the fundamental dimensionless fre-
quency of the attractor is approximately 0.154 and hence its dimensionless period is approximately
6.5. This motion can be better visualized by plotting the motion of the tip-end of the beam, as
shown in Fig. 10. This figure shows that the elliptical route keeps changing the lengths of axes and
direction, and it also shows the twisting motion. Because of the nonlinear terms, the inertia force
in the y-direction is not proportional to v(s,t) and the inertia force in the z-direction is not pro-
portional to w(s,t), and hence the resultant inertia force is not parallel to the total displacement in
the y-z plane and it induces a twisting moment on the beam. This is a whirling motion of the
beating type. Increasing o further to 0.07627 produces a period-doubling bifurcation of the
attractor as shown in Figs. 11 and 12. Increasing ¢ further produces a bifurcation of this attractor
to a fixed point, yielding a periodic rather than an aperiodic nonplanar motion. Thus, the response
is a steady whirling motion.

Figure 6 shows also the nonplanar response of the second mode. We note that the Hopf
bifurcation points E and F are adjacent to stable and unstable branches. It is found that the motion
is chaotic. In Figs. 5 and 6, the nonplanar response curves always bifurcate from the planar re-
sponse curves at frequencies higher than the natural frequency. The reason is that the motion in
the y-direction has the same mode shape as that in the z-direction motion but it has a smaller linear
natural freqyency; that is, it belongs to a lower-energy motion.

Case 2: Rectangular Cross Section

In this case, d,=—0.9745 (i.e.,, b/h=6.2673 ) and B, =0.3944 , and we let u=0.05 and
b = 0.03. For this beam, w,, = w,;. We investigate the possibility of nonplanar vibrations comprised
of the first mode in the z-direction and the second mode in the y-direction. We find that there are
two branches of nonplanar response cuives: the left branch of the nonplanar response curve
bifurcates from the stable branch of the planar response curve for the motion in the y-direction and,
in that interval, the planar motion in the y-direction is unstable with respect to z-direction dis-
turbances; the right branch of the nonplanar response curve bifurcates from the unstable branch
of the planar response curve for the motion in the z-direction and, in this interval, both the planar
motion in the y-direction and the nonplanar motion are stable, but the nonplanar motion belongs
to a higher energy motion because its amplitudes are larger than those of the planar motion.
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Figure 2. Response curves of the first mode for

a beam with an aspect ratio b/h=~ 1.0 : mode (1,1)
y Wy =Wy, éo = 0.0 y 61 = —0.05 y M= 0.05,
b=0.03, §,=0.7692; a,,a,= planar response
amplitudes; a,, , a,, = nonplanar response ampli-
tudes; (___ ) stable, (----) unstable with at least
one eigenvalue being positive, (....) unstable with
the real part of a complex pair of eigenvalues be-
ing positive.
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Figure 3. Response curves of the first mode in
the absence of the nonlinear geometric terms, for

a beam with an aspect ratio b/h~ 1.0 : mode (1,1)
y Wy =Wy, 60 =0.0 y 61 = ~0.05 , M= 0_05'
b =0.03, 8, = 0.7692.
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Figure 4. Response curves of the second mode

for a beam with an aspect ratio l;/hz 1.0 : mode
(2.2) , w3 =y, §,=0.0, 8, =—0.05, u = 0.05,
b=0.03, 8, = 0.7692.
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Figure 5. Response curves of the first mode for

a beam with an aspect ratio l;/h: 1.0 : mode (1,1)
oy =wy, 6=00 , §,=-05 , u=0.05,
b=0.03, 8, = 0.7692.
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Figure 6. Response curves of the second mode
for a beamn with an aspect ratio b/h=> 1.0 : mode
(22) , wy=wy, 6,=00, 6;=~1.2, u=0.05,
b =0.03, 8, = 0.7692.




time
Figure 7. The long-time history of the ampli-
tudes for the case of an amplitude- and phase-

modulated motion : b/h= 1.0 , mode (1,1) ,
@Dy = Wy, 60 = 0.0 ’ 63 = “0.5 y M= 005.
b=0.03, #, =0.7692 , ¢ = —0.0353.
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Figure 8. A projection of the trajectory onto the

a, — a, plane : thz 1.0, mode (1,1} , w,, = @y,
6,=00 , 6,=-05 , u=005 b=0.03,
B, =0.7692 , o = —0.0353.
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Figure 9. The Fourier harmonic analysis of a;:
b/h~1.0 , mode (L1) , @, =wy, =00,
,=—0.5 , u=005 b=003, g, =07692 ,
o = —0.0353.
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Figure 10. The path of the tip-end of the beam
for the case of an amplitude- and phase-

modulated motion : B/hz 1.0 , mode (1,1) ,
Wy = @y, s = 0.0 N 62 = _0-5 r U= 0-05'
b=0.03, 8,=0.7692 , 0 = —=0.0353 , ¢ = 0.5.
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Figure 11. A projection of the trajectory onto the

a, — a, plane : b/h~ 1.0, mode (1,1) , @y, = @y,
6=00 , 6,=-05 , u=005 b=0.03,
B, =0.7692 , ¢ = 0.07627.
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Figure 12. The Fourier harmonic analysis of a,:

b/hz 1.0 N modc (l,l) y Wy =Wy, 6o=00 ,
5,=—0.5 . u=005 b=003, f,=07692 ,
o =0.07627.




Nonlinear Response of Infinitly Long Circular Cylindrical Shells to
Subharmonic Radial Loads
by
Ali H. Nayfeh, Raouf A. Raouf, and Jamal F. Nayfeh
Department of Engineering Science and Mechanics
Virginia Polytechnic Institute and State University
Blacksburg, VA 24061

To second-order, the equations of motion of an infinitely long
circular cylindrical shell in dimensionless form are (Goodier and
McIvor, 1964; Nayfeh and Raouf, 1987; and Raouf, 1985)

. 2 S o, P LI I} .2
w+a(ww+2w +W) - +w=w (v -w -y

2
N L % W+ Eiéﬁz—l P(L+ b -w) (1)
and
. >, o L4 > >, o - £ d 2 rd
Vb +W =WW -2wy + 2w+ Eiéﬁz—l wP (2)

where the overdot indicates the partial derivative with respect to t,
the prime indicates the partial derivative with respect to e, w and

y are the dimensionless radial and tangential displacements,
respectively, and P is the applied pressure load. Here, a? = h2/12a2,
where h and a are the thickness and initial radius of the shell,
respectively.

We use the method of multiple scales (Nayfeh, 1973, 1981) to
determine a second-order uniform expansion of the solution of Egs. (1)
and (2) for small but finite amplitudes when P is given by

2
Qi%ﬁz—l P = ¢F cosat (3)

when @ = 2w. and wy = 2ue, wWhere w. and we are the linear natural
frequencies of the breatﬁing and f?exura] modes, respectively. Here,
e is a small dimensionless quantity. Thus, we assume that

w(8,tse)

ewl(e,To,Tl) + ezwz(e,To,Tl) + .. (4)

2
b(e,tse) = eb, (8,7 ,T)) + e v, (8,7 ,T,) + ... (5)

where T, = t, a fast scale characterizing motions with the natural and
excitation frequencies, and T, = et, a slow scale characterizing the
modulation of the amplitudes and phases of the modes with damping,
nonlinearity, and any possible resonances.

The evolution equations are (Nayfeh, Raouf and Nayfeh, 1988)

PT *+ w0, *+ ugpy + 20,(p,q, + pya;) + fg, = 0 (6)

2 2 2 2
47 - vPy *ugd, - A (P, ¥ Py - d, - Q) +fp, =0 (7)




P2 + V9, + u P, + 4,(q,p, - q,p,) = 0 (8)
97 = viPy * U, - A,(PP, +9,9;) = 0 (9)
P3 + viG; + uPy + A,(q,p; - q3p,) = 0 (10)
q; - V1p3 + unqg = Az(p1p3 + q1q3) =0 (11)
where Mo and u, are modal damping coefficients,
1 1 1
VI TZ 0, v 70 v, =50, (12a)
Q= Zuo + €0,y wy = Zmn + €0, (12b)

The steady-state solutions of (6)-(11) correspond to P; =95 = 0. There
are two possibilities. Either

a, =a, = bn =0 (13)
or
-1y 2 1,1 2
a, = a; = A, [un +3 (§ a, +a,) ]% (14)
f,2a2
2 2 2
an+bn=-x1.t( 20-)(2);5 (15)
Al
where
2 2 2 2 2 2 2 2 2
a, =P, +4, , 8 =p,+4q,,b =p,+q, (16)
x, = [dugu, - az(% a, + a,)]/8aa, (17)
xp = [ugloy + 20,) + 20,u |/4a,4, (18)

We study the flow governed by the autonomous evolution equations
(6)-(11) rather than the original equations of motion. Thus, a fixed
point of the flow corresponds_to a periodic, solution of Egs. (1) and
(2). The detuning parameter o, = o,(f/A,) "% is used as a bifurcation
parameter, all others being held fixed.

In Fig. 1, we show a typical response curve. This figure shows two
phenomena, typical of nonlinear systems, the saturation and jump
phenomena (Nayfeh and Mook, 1979). As the amplitude f of the excitation
increases from zero, only the trivial fixed point attractors exist,
until a threshold is reached at f = f,. The trivial solution is no
longer stable and a jump phenomenon occurs. As f increases the




amplitude of the excited breathing mode saturates at a constant level
and the extra input energy is spilled over into the flexural mode, which
responds with a large amplitude wrinkling of the shell. At f = fy, the
fixed point attractors lose stability through a Hopf bifurcation.

Upon decreasing f, the amplitude of the flexural mode decreases and
the amplitude of the breathing mode remains constant, until f = f is
reached. The critical value f = corresponds to a collision between
the unstablie and stable fixed po1nfs causing a jump to the trivial
response. The flow undergoes a fold bifurcation.

Next we study the flow as ;2 changes. We take o’ = 2.0918x10'“,

which yields wy = 2wg and 31 = cl(f/Az)‘5 = - 0.73. Moreover, we let

bo s = o s(F/0;)7 = 0.02,

For 2.0353 < o, < -1.9987, the flow asymptotically approaches a
hyperbolic fixed point as t - = and the response of Egs. (1) and (2) is
either trivial or periodic. The behavior of the flow within the above
interval is summarized in Fig. 2. Here, we make the following
observations:

1. A1l periodic orbits are born symmetric and lose stability through a
cyclic-fold bifurcation. Figure 3 shows a typical projection of
attractor III and its power spectral density (PSD).

2. Deformation of attractors:

A1l attractors undergo deformation as o2 changes. Interesting
behaviors are observed in the following attractors:

a) Attractor IV starts at 82 = - 1.8200 as a symmetric one but loses
its symmetry just befcore collision with a repeller.

b) Attractor IX is born at ;2 = 1.9953 as a symmetric one, loses
symmetry but regains it before collision.

¢) Attractor X is born at o 1.9953 as a symmetric one. It goes
into a period-three motion, éecomes asymmetric, and then regains its
symmetry before collision as shown in Figs. 4(a-d), respectively.

3. The evolution equations (6)-(11) exhibit a symmetry apparent in the
projections of the phase trajectories (Fig. 3). The flow is
inyarian§ under the transformation -

[
P, -1 0 0 0 P,
q 0 -1 0 0 q
T: { : P* - > (19)
P, 0 0 0 1 P,
q 0 0 -1 0 q
) I . N )




4. At ; = - 1.55 (chaotic region), the Lyapunov exponents are 0.566,

0.008, -0.057, -0.624 and the dimension is d. = 3.8.
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THE EVALUATION OF THE REGION OF CHAOTIC MOTION IN
CURVED STRUCTURES

By

Chung Fai Ng
Resident Research Associate
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Curved structures such as postbuckled beams, plates and cylindrical
plates are known to have softening spring behavior. In some cases, as
the effects of softening increase, the effective stiffness is reduced to zero
and instability starts. The dynamic instabilities of a beam or plate was
studied by representing the deformation shapes by one to three terms of
shape function and analyzing the resulting coupled nonlinear equations of
motion using Runge-Kunta Techniques. It is found that the dynamic
instability under sinusoidal excitation takes the form of a non-periodic
chaotic motion. Typically, in a buckled plate, the chaotic motion starts
when the r.m.s. displacement reaches 35% of the buckled value and
under sinusoidal excitation at 80% of the linear natural frequency.
However, the chaotic motion stops when the excitation is increased
beyond a certain level and periodic motion resumes. This motion is
shown in figure 1 as an oscillatory motion from C to C' passes through the
region of negative stiffness (between A & B) and its mean position is at
zero, which is an unstable static position. Also, the oscillatory motion
exhibits hardening spring behavior, like that of a flat plate, showing that
the effects of softening due to curvature are less significant when the
dynamic amplitude is large. This can be seen from the fact that a flat and
a buckled plate have similar magnitude of stiffness for large

displacement (from figure 1). In summary, a curved plate starting with a
softening spring system with mean position at the statically stable
position ends eventually with a hardening spring dynamic system with




mean at a statically unstable position. The transitional region between
the two systems being the region of chaotic motion. In this paper,
emphases are on the evaluation of the lower and upper boundaries of the
chaotic region rather than the characteristics of the chaotic motions itself.
Effects of imperfections and the presence of antisymmetric (2,1) mode
and higher symmetric mode (3,1) on the starting point of chaotic motion
are studied and approximate analytical formulae are derived.
Comparisons are made with experiments on buckled beams and plates
using excitation frequencies from 5 Hz to twice the fundamental
frequency.

The results are very useful for prediction of sinusoidal and random
responses of curved plates.

FIG.1

FORCE VS DISPLACEMENT
FOR FLAT AND BUCKLED PLATES
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Parameter Identification In Chaotic Dynamic Systems
by

D. Joseph Mook*
Pao-Hong Tongt
Department of Mechanical and Aerospace Engineering
State University of New York at Buffalo
Buffalo, New York 14260

Abstract

The study of chaotic dynamic systems continues to generate considerable interest
in the mathematics and mechanics research communities. The research work to date
has consisted largely of investigating the properties and solutions of mathematical models
which exhibit chaos, of building simple physical systems which demonstrate chaotic motion,
and of investigating the possibility of the existence of chaos in various physical systems.
There remains a critical issue which must be addressed before many of these results may
be incorporated into engineering analysis and design, which is, how does one obtain an
accurate mathematical model for an actual system known to be chaotic?

Some efforts have recently been made to apply existing well-known parameter identifi-
cation techniques to the problem of identifying unknown parameters in a chaotic dynamic
system model. These efforts have been largely unsuccessful, indicating a need for new
methods to identify chaotic systems. This motivation led to the present study.

In this paper, we present a method for estimating the parameters in a chaotic dynamic
system model from discrete measurements of the system’s output. The method works well
on the example problems considered. The effects of measurement noise and frequency are

discussed, and ideas which may be useful in choosing model terms for a chaotic system are
presented.

* Assistant Professor
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NONLINEAR NONSTATIONARY PROCESSES
R. M. Evan-Iwanowski* and G. L. Ostiguy**

ABSTRACT: The objective of this write-up is (i) to present new and refined
results on the nonstationary (NS) manifestations of mechanical systems: the
Duffing oscillator, relaxation vibrations, and dynamic stability which
indicate the departures from the corresponding stationary (ST) responses, or
result in specifically NS behavior; (ii) to identify the factors and the
aspects which affect the NS responses; and (iii) to delineate the NS
unsolved problems related to the systems in (i). This work is viewed as a
contribution for further theoretical developments and for applications in
technology.

I. INTRODUCTION.

Physical world as qgrceived by the Systems Dynimics (SD) is nonlinear (NL),
nonstationary (NS)", and random (stochastic). The mathematical models
(ordinary differential equations (ODEs or simply DEs) in our case), which
represent this world contain nonlinear terms and nonstationary components.

In recent years, the unprecedented achievements were registered in ST SD.
Quantitative and qualitative - geometrical or topological methods - were
used leading to these achievements. The developments in NS systems showed
relatively little activities. The main reason is that, in spite of the NS
manifestations being obvious, they are complex and difficult to track.
Clearly, the ST systems constitute a point of departure for the NS systems,
and at the same time, the NS systems should contain the ST systems as a
special or limiting case.

It has been established that in some cases even small changes of the control
variables or initial conditions may result in considerable changes in the
dynamic responses. It is thus expected that the NS modes may alter substan-
tially the ST responses.

In the studies in the ST, SD, primary attention is focused on the three
classes of the most common™ single degree of freedom (1DF) systems:

(1) Duffing oscillators, (2) Relaxation oscillations, and (3) Parametric
systems related to dynamic stability. Similar methodology has been followed
in the studies of NS systems.

*Visiting Professor, University of Central Florida, Orlando, FL 32816
**Professor, Ecole Polytechnique, Montreal, Quebec H3C3A7.

1NS systems contain some time dependent components or control
variables.

2Not treated in this write-up.

3Many physical, engineering, and scientific manifestations are modeled
by these equations.




This write-up concerns itself with a special NS modes, viz., transitions
through resonances (TtRs)-time varying frequencies and/or amplitudes of the
external excitations (ee).

The studies in TtR fall into two categories4: (1) when the time varying
parameters are arbitrary, explicit functions of time with extended ranges of
their variations, so-called robust TtR, and (2) when these parameters are
considered to vary very slowly, i.e., they are close to the ST values or
they ever need be defined as explicit functions of time, and they are
referred to as evolving TtR.

2. DEVELOPMENTS AND DELINEATION OF TtR PROBLEMS

The early NS developments were related to the robust NS systems and were
presented in a paper [1] and two monographs [2] and [3], where the asymp-
totic methods of Krylov-Bugolyubov have been extended to include NS pro-
cesses, the KBM method. Numerous illustrations of applications of special
functions and KBM methods to the technological problems were presented [3],

[4].

A formal extension of the KBM method to the multiple degrees of freedom
systems to include combination resonances has been presented in [5] and
applied to a set of problems exhibiting these type of resonances, especially
in the area of dynamic stability [6].

The main factors which affect the TtR responses are the values and direc-
tions of the sweep rates a and a5, in linear TtR of the frequency
v=v +a_ t and the amplitide of B=8_ +a, t of the ee, a and y in
cyc i@ TR v= v+ ySinat. Other timé for%s of the TtR are in use:
logarithmic, powers of t and exponential,

Other factors affecting the NS responses are: initial conditions (IC)
either ON the stationary curve (SC) or NOT-ON SC, damping parameter, modes
of oscillations, static loads, spatial boundary conditions, static loads.

Duffing Oscillator. x + Wox + LX + ux3 = B(t)cose(t). Amplitude-frequency
plots (a, v) in Tinear TtR, are presented in Fig. 1, originating on SC and
NOT ON SC. It is seen from Fig. 1 that such TtR curves eliminate fold
discontinuity, and they jump or drop in a cascading wavy form, terminating
with dying out high frequency oscillations at the junction with the SC
curve,

The evolving TtR was used, among other means, in [7] to predict the incip-
ient jump. It is remarked there that such prediction has little practical
consequence, because it is too close to the actual ST jump frequency.
'Injecting', however, an NS (TtR) mode ON the NS drop response, a stable
plateau is reached which may delay the drop process Fig. 2. Complete
explanation of the elimination of the discontinuities in robust TtR
responses is lacking.

Another only partly answered practical question is related to the determina-
tion of a corresponding to a given maximum of the TtR amplitude.

4Deeper reasons may be identified for the existence of these categories.




l

The cyclic TtR may be successfully used in dynamic controls by applying
alternately sweeps o and -qo to move a point from the position A to the
position B Fig. 3 (schematic).

The effects of the NS damping coefficient z(t) and the effects of the ee
amplitude B(t) are shown in Fig. 4.

There is an inherent difficulty in defining the NS phase-planes. This is so
because of the inherent existing asynchroneity in the NS responses, due to
time variations of the phase shift ¢ [12].

While for some cases, the NS response amplitude variations exhibit a consid-
erable amount of wavyness, the corresponding TtR ¢ plots exhibit a smooth
behavior Fig. 5. It may thus be advantageous in some cases, particularly in
applications, to track the TtR manifestations using ¢ rather than a.
Recently obtained partial results by Kitis and Evan-Iwanowski on the NS
chaotic responses of a Duffing-Hayashi o§§i11ator offer quite revealing
observations Figs. 6, 7, 8. For a =10 for the first 90 sec the NS
chaotic response coincides with the ST; then they diverge. However, the NS
response remains chaotic till it shows a quasi-periodic character Fig. 7.
The same picture is seen from Fig. 8 for an = 10 © the divergence appears at
30 sec, and the structured, quasi-periodié’motion appears at 22 sec. Thus,
the NS modes quench the ST chaotic motion for sufficiently fast TtR.

Further studies of these points may be related to Fig. 9, showing a number
of different ST responses of the Duffing-Hayashi oscillator in (z, B) plane
[15]. Each of these responses could be cast in NS modes. The early studies
on the evolving TtR in Duffing oscillator are found in [8] in undamped
1inear Duffing equation and in [9] for the same equation with damping. By
an appropriate selection of the time scales, key equations were obtained
connecting the amplitudes in the first approximation. This method was also
used in [10] for damped, nonlinear Duffing oscillator to establish a sense
ir. which NS response approaches the ST jumps. Lately, in [11] the work in
[10] has been extended for the effects of the initial conditions NOT ON the
STC.

Relaxatijon Systems. x + wZX - ¢l - xz)i = B(t) cos a(t). In evolving TtR
interesting results have been obtained at Northwestern University [12],
presenting evolving Hopf bifurcation, memory effect, resonance, and nerve
accommodation. Currently, Tran and Evan-Iwanowski are working on these
problems Fig. 10, 11. Needless-to-say that this area demands further
intensive studies.

Dynamic Stability. x + 92[1 - 2 pocos 8(t)] x +zx + ux3 = 0, Dynamic
Stability problems (or parametrically excited systems) find wide and essen-
tial applications in structures of rockets, aircraft, tall antennas,
rotatory machinery, ect. These structures are often subjected to the TtR
modes. For these reasons, they recently received attention of a number of
researches [5], [6], [13, [14] pertaining to linear or nearly linear and
cyclic TtR. These results present some specifically NS manifestations which
indicate a need for further studies. These are: (1) penetration (delayed
NS responses) Fig. 12, whereby the TtR responses initiated outside of the
stable branch penetrate (delay) into the instability region (IR) and then
jump catastrophically on the stable branch; (2) The NS drag-in and
out, initially stable configuration outside of the IR is rendered




unstable when subjected to TtR mode and vice versa. This manifestation
depends on damping, IC rate of TtR, the mode, static load, Figs. 13-17;
clearly this TtR behavior presents considerable concern for an analyst-
designer; (3) Three nonoverlapping categories of the TtR Cl, C2 and C3 are
shown in Figs. 18, 19. This manifestation may have some effect on the
random vibration methodology when a is random; (4) the most striking
behavior is observed in cyclic TtR, (v(t) =v_+y Sin at in dynamic
stability problems Figs. 20, 21. These are: (a)%or some TtR parameters Y
and a, the response is centered about the mean value (whether they are
periodic or chaotic is not yet resolved) Fig. 20; (b) for some vy and a, they
drop rapidly to static equilibrium Fig. 21, thus offering an effective means
of stabilization; (c) they wander up and down, which may for suitable
selection of a and/or v be used for a programmed motion Fig. 22.

Interesting results were obtained on a slender column subjected to two-
harmonic excitations with the frequencies v,, and v,. Firstly, the analysis
indicates that the system is always diveﬂgent. ﬁowever, the experiments
showed that for lvl - vzl = 1 Hz, the column exhibited an "“unordered"
motion Fig. 23.

Experimental Work. Experimental work is essential in ascertaining validity
of some predicted phenomena or uncovering some new ones. For instance, the
experimental works established first the existence of chaotic motions, and
explained mathematically later. Experimental works conducted. at Syracuse
University and later carried out at Ecole Polytechnique, Montreal, particu-
larly in parametric stationary and nonstationary modes, show very good
agreement with analytical results. This fact reinforces the effectiveness
of the perturbation methods and computer schemes used.

CONCLUSIONS.

An obvious conclusion is that the NS processes, in our case the TtRs affect
almost all manifestations of the ST SD. A global menu thus for the future
work in this field is: (i) to apply NS processes to the well-established
bifunction theories and the conjectures as well, (ii) to proceed to study NS
attracters including strange attractors (chaos). The NS processes in the
evolving formulations found already their applications in dynamics, nuclear
physics*, chemistry, medicine, biology, etc. The robust formulations of the
NS processes are indispensable in analysis and design in structural engin-
eering, especially in dynamic stability (parametric ee.)

The NS processes constitute an indispensible component of the basic SD
studies. They also constitute an indispensible input to the technological
(engineering) point of view: They may be utilized for gaining mechanical
advantages in design and may serve to establish design criteria, i.e., in
the determination of the parameter ranges within which the predicted
responses are secured. The Tlack of the detailed knowledge of these
manifestations may result in dire technical consequences.

(2AE14N202TXY)

*Communication from Professor G. Haher, Inst. Nuclear Physics, Karlsruhe.
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RESPONSE OF A SINGLE-DEGREE-OF-FREEDOM SYSTEM TO A NONSTATIONARY
PARAMETRIC EXCITATION - THEORY AND EXPERIMENT
A. H. Nayfeh and H. L. Neal
Department of Engineering Science and Mec! ::nics
Virginia Polytechnic Institute and State Unive.sity
Blacksburg, VA 24061

In this paper, we examine the nonstationary response of a one-degree-of-freedom
nonlinear system to a nonperiodic principal parametric excitation with varying fre-
quency. We use the method of multiple scales to determine two ordinary differential
equations governing the amplitude and phase of the nonstationary response. From
these equations, we obtain the stationary responses and their stability. Next, the
modulation equations are integrated on a digital computer using several different
sweep rates and initial conditions. Then, we simulate the original differential
equation on an analog computer using several sets of values for the parameters in
the governing equation. Finally, we use a mechanical model to qualitatively verify the
results.

The governing equations for the system under study are

i + wdu + 2eu0 + exu® + 2efu cos 0 =0 1)

6=Q=2w,;+c¢o (2

Here, w, is the natural frequency, u is the damping coefficient, « is the coefficient of
the cubic nonlinearity, f is a measure of the excitation amplitude, and the dots denote
derivatives with respect to time. The parameter ¢, which is much less than one,
serves as a bookkeeping device in the method of multiple scales analysis. The
excitation is nonperiodic because its frequency varies linearly with time. The fre-
quency is varied by varying the detuning parameter, o, according to

0 = g + ret (3)

where r is the sweep rate. Because of the parametric excitation, we must include
nonlinear terms in the governing equation. Otherwise, an analysis of the equation
would predict a trivial response up to a critical value of excitation and an infinite re-
sponse thereafter. The nonlinear terms can result from many sources, inciuding
large rotatiocns of structural elements, nonlinear material behavior, or inertia from
distributed or concentrated masses. An example of a nonlinear system with
parametric excitation is a ship excited by a head or follower sea. A simpler example
is an axially-excited beam with a concentrated mass at one end.

The response of such systems is nonstationary--it has changing amplitude and
phase--due to the nonperiodic excitation. We examine the response when the
excitation frequency is varied near the principal parametric resonant frequency. The
situation where the excitation frequency is swept through the principal parametric
resonant frequency is usually referred to as passage through resonance. Passage
through resonance could occur, for example, when a motor that operates beyond the
principal parametric resonant frequency is started up or shut down.

Using the method of multiple scales, we find that the nonstationary response of
the system is given by

u=a cos(-;—Qt—y)+... (4)

v . _fa_ .
a'=-—pa——-"—siny (5)

0




b _Ba 2 _f
Y =9 B 3" — g COSV (6)

where the primes indicate derivatives with respect to the slow time scale T, = ¢t.

We find the stationary responses to periodic excitations by setting ¢ = constant

and a’' = y' = 0. There are three stationary solutions. The trivial solution a = 0, which
exists for all values of 4, and it is stable as long as
2, 2 2
P < wi(o? + 44?) @)

There are two nontrivial stationary solutions; the larger solution is always stable, and
the smaller solution is always unstable. The three solutions are shown in the a — o
plane in Figure 1. The solid branches represent stable soluiions whereas the broken
lines represent unstable solutions.

Next, we digitally integrate the modulation equations for the nonstationary ampli-
tude and phase. Integrating Eqgs. (5) and (6) will give incorrect results when a is
trivial, because we divided by a in deriving them. So we use their equivalent
Cartesian form. Near-trivial initial conditions with magnitudes around 0.01 to 0.001
are used for the digital integration. These initial conditions, which represent the
small disturbances from rest that act on the system, are used since using exactly
trivial initiai conditions would require very small integration steps to get equivalent
results. The results (Figure 2) show five phenomena in which the nonstationary re-
sponse differs from the stationary response. First, on forward sweeps the trivial re-
sponse penetrates into the region where the stationary trivial response is unstable
(Figure 2a). Second, the response amplitude grows and oscillates about the stable
nontrivial stationary solution (Figure 2a). Third, the nonstationary response con-
verges to the stable stationary response (Figure 2a). Fourth, on reverse sweeps, the
nontrivial response lingers into the region where only the stationary trivial response
exits (Figure 2b). Fifth, on reverse sweeps, the response rebounds to small ampli-
tudes several times after initially becoming trivial (Figure 2b). These nonstationary
phenomena are quantitatively changed by changing the sweep rate or the near-triviai
initial conditions. We note that time increases from left to right in Figure 2a and from
right to left in Figure 2b.

We also digitally integrate the original differential equation. With the same sweep
rate and similar initial conditions, this integration agrees well with the integration of
the modulation equations for small values of ¢ except for a small shifting of the sol-
utions with respect to one another. This shift results from approximations involved
in using the method of multiple scales and from using different measures of ampli-
tude in the two integrations. The close agreement is shown in Figure 3.

Next, the original governing equation is simulated on an analog computer. Eight
different sets of the parameters w,, 4, a, f, and ¢ are used in the simulations so that the
effect of each parameter can be examined. Near-trivial initial conditions are again
used as noise in the analog computer prevents the use of exactly trivial initial condi-
tions. The results agree qualitatively with the digital integration results, and the five
nonstationary phenomena are found to be affected by the values of the parameters
w, 1, a, f, and ¢ . Sample forward and a reverse sweeps are shown in Figures 4a and
4b, respectively.

Finally, a mechanical model governed by a differential equation somewhat more
complex than the one studied here is used to qualitatively verify the previous results.
Sweeps with four positive and five negative sweep rates are conducted, and the five
nonstationary phenomena are again observed. The amplitude traces for a forward
and reverse sweep are shown in Figures 5a and Sb, respectively.
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ON THE PROBABILITY DENSITY FUNCTION OF THE RESPONSE OF
NARROW-BAND EXCITED NONLINEAR OSCILLATORS

Qiang Liu and Huw G. Davies
Department of Mechanical Engineering
University of New Brunswick
P.0O. Box 4400
Fredericton, New Brunswick, Canada E3B 5A3

Abstract

The probability density function (pdf) for the envelope of the
response of a nonlinear oscillator driven bv random narrow band
noise is discussed. The nonlinearity treated involves general
cubic terms and includes the Duffing and van der Poll oscillators
as special cases. The input excitation envelope is Rayleigh
distributed. The response envelope pdf is obtained for the
limiting case of small excitation bandwidth. It includes cases
of multiple valued response (Duffing) and limit cycles (van der
Poll).

The research was supported by the Natural Sciences and Engineer-
ing Research Council of Canada.

Introduction

We consider in this paper the response of a nonlinear oscillator
described by the equation

Y+ 8y +u 2y +g(y,¥) = ¢ (1)

where f(t) 1s a narrow band random excitation, and g(y,y) is a
general cubic nonlinearity. ,

gly,¥) = ¥ 9y? + U P2y + Uap3 + M,y3 . (2)

The excitation is described by

f = FS sinwft + FC coswft (3)
vy y
Foo=(3) 7w, 7 Fe (4)
Po=(l) M _ Y
Fs —(2) Ys 2 Fq (5)

where w_ and w_ are independent gaussian white noise sources with
spectruﬁ levelsso.f has bandwidth Y at excitation frequency wf.




Now if f in (l) is white noise the stationary two dimensional pdf
ply,y¥) can be obtained for certain forms of g(y,y). In the
present narrow band case, although the Fokker Planck equation for
the four dimensional pdf pl(y,y.F_.,F_) is easily obtained, we are
not aware of solutions of this €qudtion for anv form of g(y,y).
In what follows, we first obtain the time dependent envelope
equations corresponding to equations (1), (4) and (5) using the
approach of Rajan and Davies [l]. A simplified form of these
envelope equations is then used to find the pdf pl(g, o¢,.) where g
and g, are the response and excitation envelopes, respectively.
Numerical simulations are used to corroborate the analytic work.

Envelope eguations

We start by making the exact transformation (see, for example,
Roberts and Spanos [2])

Yy = X cos wft + 2z sinwft (6)
v = —we X sinmft + wgZ COS wet (7)
Equations . (6) and (7) are substituted into (1), (7) being used to

evaluate y , and two separate equations obtained for % and 2.
These equations are averaged (over one period 23/4.) as in [2]
and then squared and combined with (4) and (5) as if [1]. After
some algebra one finds the results

g2 = = Boo? + P/2mf (8)

P= ~(y +g,) P/2+ 6, Q * a2/ u, (9)
Q=-(y +8,)0Q/2 ~ 5P (10)
where g2 = (x?2 + z2)/2 (11)
gg? = (F2 + F_2)/2 (12)

P =F,z - FX (13)

Q = ch + Fsz (14)

B = B8 * uy0?/2 + 3ujue? o?/2 (15)

8o = lwg? = 0w ? = uyue? 02/2 = 3u,02/2) /20, (16)

It is clear that the multiple time scale approach of Nayfeh and
Mook [3] instead of the averaging c¢f [2] will yield the same
results. g and ¢§_ represent equivalent damping and frequency
difference, respecf%vely. The equations (8) to (16) reduce to
those of [l] for the case My = TP = I = 0.

Equations (8) to (l0) describe a third order system for output ¢?2

with slowly varying random input ofz- We are still dealing with
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a four dimensional pdf, and again have not found a solution.
Instead we approximate (8) to (10) for the case of very small Y.
The response envelop can exhibit multiple vealues, and a jump
phenomenon from one pseudo stable level to another. Except for
transients associated with the jumps, however, we are dealing
with a slowly varying process that can be described by just the
particular integral component of (8) to (10). 1In combining (8)
to (10) we are thus justified in assuming, for example, that & 2
= 02 0(y), so that second and third order derivatives and prod-
ucts of first and higher derivatives may be neglected. The
resulting first order equation from (8) to (10) is

A.82 + Be A.02 = (sz + (y + Be) of2/2)/2wf2 (17)

1 2

where

2 2y = 2 2 2
Al(O,c) 6e+58e/4+BBeD g2/2

£ 1

- 2 2 2 2
B‘ Dzo /(28 ) + chf /(2mf § )
2y = 2 2

B Az(c ) 8 ($ + B /4 + YB /2)

) . . ) . ‘S
D2 Ge/o ’ Dl Be/o

In order to describe the excitation we return to (4) and (5) and
use the stochastic averaging method of ([2]. Average values of
w F and w_F_ are appronximated by mean and fluctuating parts. We
thuS obtaif S

2 = - 2 2
éF Y(ZWSO 9 ) + (4TrYSo O )% G(t) (18)
where ¢_2 = 20_2 and G(t) is unit amplitude white noise. We note
that the pdf (0,2) obtained from (18) is exponential, so that
p(oF) is Rayleigh as expected. Finally we combine (17) and (18)
to give

d2 = fl(oz, on) + (4ﬂSOYOF2)% G(t)/(4wf2Al) (19)
where
e - -AZBec2 . nsoy . (Be-y)on
1 Al wazAl 8wf3Al

Equations (18) and (l19) are two nonlinear state equations for the
excitation and response envelopes with unit amplitude white noise
as the basic input.




Probability density function

The stationary form of the Fokker Planck equation for p(c2,0_2)
is easily written. We assume that for small Y p can be writteR P
= p + Yp, + 0(Y2)., To zero order Y the Fokker Planck equation
redlces t

)

P {f,(02,0.2),p (02,0.2)} =0 . (20)
We write p_ (02,0_2) = p(OFz) po(03|0F3). The appropriate
solution of ?20) is

po(czlcFZ) = (constant) §(f, (02, 7-2)) (21)

The required pdf can then be obtained in the form

© o2 8
P, {9%) = (constant) /' exp (- F ) 8 (& (-a
o 2TSo Ay

202 *+ p?/8ug) }dog

(22)

For the Duffing case, which is compared with numerical simulation
in the next section, integration of (22) yields (transforming
P, (92) to p_(9))

P, (%) = (constant) Olée(ée - 3w, 02/20) + 582/4]

2
4wf

* exp (- 7S
o

(8,2 +82/4)2 03) . (23)

This form reduces to the correct Rayleigh distribution in the
linear case W = 0. The form (23) however, shows two local
maxima (a bimodal distribution) in cases where the response
envelope is multivalued.

For the van der Poll case, with My = Uy =W, = 0 and 4, = -8B, we

have 8 = B(1 - 02/2), The pdf (22ﬁ in %his case exhibits a
delta function at the limit cycle d2 = 2,

Numerical simulation

Numerical results are shown in the fiqures for the Duffing
oscillator. Figures 1A and 1B show the time histories of the
response envelope; 1A is obtained from a direct integration of
(1) to (5), 1B shows that the approximate equations (18) and (19)
are adequate for this very low Y. Figures 2A,B,C are the pdf
p(0); 2A obtained from the time history 1A, 2B from 1B, and 2C
from the analytic result (23). The multivalued nature of the
response shows up clearly in the time histories and the pdf.
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WIDE BAND RANDOM EXCITATION OF A THREE-DEGREE-OF-FREEDOM SYSTEM

WITH PRINCIPAL INTERNAL RESONANCES

R. A. Ibrahim and W. Li
Wayne State University
Department of Mechanical Engineering
Detroit, MI 48098

Introduction

This investigation is a continuation of previous work [1,2] on the random
excitation of a three-degree-of-freedom structural model whose normal coordin-
ates are nonlinearly coupled. The modal coupling is due to inertia quadratic
nonlinearity and results in four different internal resonance conditions. One
of these conditions involves the nonlinear interaction of three modes, while
the other three give rise to autoparametric interaction between two modes.
The tiree internal resonance conditions are of principal type, (w 2w, ,
where w: and w. are two normal mode frequencies of the system), and ﬁave di%-
ferent éegrees of response dynamic characteristics. The random response cor-
responding to the three cases is determined by wusing the Fokker-Planck
equation approach to generate a general differential equation for the response
joint moments. This equation is found to constitute an infinite coupled set
of differential equations which are closed via a non-Gaussian closure scheme.
The closure scheme is based on the properties of higher order response cumu-
lants. The anaiytical derivations of the equations of motion in the Markov
vector form and the response moment equations are performed by using the com-
puter manipulation software MACSYMA.

The linear modal analysis of the system reveals four possible internal
conditions. These are:

i. w3 wl + (LJZ

i
N

ii. wz wl

iii. wy = 2 wy

(]
o

iv. Wy w1

The system response corresponding to combination internal resonance (i) is
determined in references {1,2] by using Gaussian and non-Gaussian closure
schemes. The Gaussian closure solution predicts nonlinear interaction
between second and third modes at the internal detuning parameter r=w3/(m1+m2)




= 1.18. This unexpected result is scrutinized and it is found that at r =
1.18 the second and third modes are in exact internal tuning, i.e. w =2w2.
The non-Gaussian closure, on the other hand, successfully predicts nonlinear
three-mode interaction in the neighborhood of r=1.0. The autoparametric
interaction occurs among the three modes in such a way that the mean square
response of the first two modes are always greater than the linear solution,
while it is less for the third mode. A new feature of considerable interest
is the contrast in the form of the mean square response curves above the exact
detuning ratio r>1.0 for a certain combination of system parameters and
excitation level. This 1is indicated by multiple solutions over a finite
portion of internal detuning parameter. The well known saturation phenomenon
{3] which usually occurs in deterministic systems with quadratic nonlinearity
is not predicted because the excitation is random and includes a wide range of
frequencies which always excite the system modes.

The present analysis 1is extended to analyze the system response in the
vicinity the three principal internal resonance conditions (ii) through (iv).
This means that the analysis is restricted to autoparametric interaction bet-
ween two normal modes in a three-degree-of-freedom system. If Gaussian
closure is applied one should generate 14 differential equations in the first
and second order response moments. On the other hand, if non-Gaussian closure
is used one should generate 69 moment equations in the first through fourth
order moments. The solutions of these two sets of moment equations are ob-
tained for each principal internal resonance condition.

First and Second Modes Interaction: wy = Zml

The Gaussian closure solution predicts both stationary and nonstationary
responses depending on the value of the internal detuning parameter r = mz/ml.
The response 1is stationary when r is well remote from the exact internal
tuning r=2. The non-Gaussian closure solution yields a stationary response
for all value of r. The time history records display the interaction 1in a
form of energy exchange between the two modes during the transient period. The
basic characteristics of the mean square responses occur in such way that the
motion of the first mode acts as a vibration absorber to the second mode. It
is observed that the nonlinear interaction takes place over a narrow band of
internal detuning parameter r. Contrary to the first case of combination
internal resonance the nonlinear interaction is less sensitive to the external
excitation level. In other words, the interaction is only manifested wunder
relatively higher excitation spectral density level, D/ZCZ

First and Third Modes Interaction: wy = Zwl

Unlike the previous case, the Gaussian closure fails to predict any nonlinear
interaction and all solutions are identical to the linear response for all
possible values of system parameters, excitation spectral density levels and
initial conditions. The Gaussian closure scheme, on the other hand, gives
results which are different from the linear response and involve nonlinear
interaction only for excitation spectral density D/2C3 level greater than 40.
Below that level the response is completely linear.

Second and Third Modes Interaction: wy = 2w2

In the neighborhood of the exact internal resonance the Gaussian closure
scheme gives a quasi-stationary response. The nonlinear interaction is found




to take place over a small range of r = 2 + 0(e). The non-Gaussian closure
solution shows fluctuations in a form of energy exchange between the two modes
during the transient period. These fluctuations are completely vanished
during the steady state response. The steady state is also determined by
setting the right-hand sides of the closed 69 equations. The resulting
nonlinear algebraic equations are solved numerically by using the IMSL
subroutine ZSPOW. The results are determined as function of the internal
detuning parameter r and it is found that the region of autoparametric inter-
action becomes more wider as the nonlinear coupling parameter increases.

Conclusions

The random response of a three-degree-of-freedom structural model is deter-
mined in the neighborhood of three different principal internal resonance
conditions. The response statistics are sensitive to small levels of the
excitation spectral density when the third normal mode frequency is twice the
second normal mode frequency. However, the autoparametric interaction is only
sensitive to a relatively high excitation level when the first and second or
the first and third modes are internally tuned. The stochastic interaction of
the three cases is characterized by irregular energy exchange between the
interacted modes.
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A GENERALIZED METHOD OF AVERAGING FOR DETERMINING THE
RESPONSE OF NONLINEAR SYSTEMS TO RANDOM EXCITATIONS
by
Ali H. Nayfeh and Samir J. Serhan
Department of Engineering Science and Mechanics
Virginia Polytechnic Institute and State University
Blacksburg, VA 24061

In this paper a generalized method of equivalent linearization is
developed for the determination of the response of systems with cubic
nonlinearities to random excitations. The method explains some observed
nonlinear phenomena such as non-Gaussian responses, broadening effects,
and shift of the resonant frequency. The method is illustrated by
studying the response of the Duffing oscillator to a Gaussian white
noise.

Problem Formulation

We consider a second-order nonlinear system with stochastic
excitation described by the equation

u+ m;U + 2eud + eau’ = F(t) (1)
where w, is the linear natural frequency, u and a are constants, ¢ is a
small but finite constant, and F is a zero-mean Gaussian random
excitation with a white power spectral density S, of 0(c).

The method of equivalent linearization is based on replacing the
nonlinear equation (1) by an equivalent linear equation whose solution
furnishes an approximate solution to Eq. (1); that is,

- 2 .
U+ wu+ul = F(t) (2)
The equivalent stiffness w; and damping u, parameters can be determined
by minimizing the mean-squdre value of thé difference between Egqs. (1)
and (2). Equation (2) shows a linear relation between the statistics of
the excitation and those of the response. The equivalent linear model
given by Eq. (2) fails to account for many of the phenomena peculiar to
nonlinear ¢ stems. These include non-Gaussian responses, multi-valued
responses, jumps, modal frequency shifts, broadening effects,
superharmonic, subharmonic, ultrasubharmonic and combination resonances,
period-multiplying bifurcations and chaos. The proposed method accounts
for some of these phenomena.

In investigating the response of panels to acoustic loading, test
results (1,5,6) demonstrated the broadening of the response curves and
the increase of the resonant frequency of the fundamental mode at high
noise levels. To explain these phenomena, Mei and Prasad (2) had to
include nonlinear damping terms in Eq. (1). Using the proposed method,
we can explain the experimental observations without the resort to
nonlinear damping.




Proposed Method )

The random excitation in Eq. (1) is divided into two uncorrelated
parts as F = f + f,. The first part is f, whose spectral density is
around Wy The second part is f, whose spectral density is away
from wy. Moreover, we express the solution of Eq. (1) as

U=XxX+yv (3)
where

X + w;X + 2eux = f(t) (8)

Substituting Egs. (3) into Eq. (1) and using Eq. (4), we obtain the
following equation governing v:

N 2 . 2 2 3 3
Vo wgvo+ 2euV + 3eaX V + 3eaxv + eav + eax = f (t) (5)

Next, we replace Eq. (5) with the equivalent linear equation

v+ w;V + 2euv = g(t) (6)
where

m; = w; + <3eax2V2 + Jeaxv’ + cav. > / <> (7)

g=f - ex (8)

3 .
The presence of eax 1in the excitation g provides,the non-Gaussian
feature of the nonlinear response u. The term <x v > accounts for both
an jncrease in the linear frequency and ultrasubharmonics, the term
<xv > accounts for the subharmonic of order one-third, and the term x
in g accounts for the superharmonic resonance and all combination
resonances. If we neglect the subharmonic and ultrasubharmonic
resonances, Eq. (7) becomes
2
w; = w; + 3ea<x > + €a<V“>/<V2> (9)
2

[f we assume that v is psuedo-sinusoidal, then <vu> = % <v2> and Eq.
(9) becomes
wz = w2 + 3ea<x3> + 3 ea<V2> (10)

e 0 2
Using Eq. (4), the mean-square value of x cin be written as




2
2 S (w,+w )2+s uz (w_~w )2+ezu2 (w_+w )2+s u2
x> = —9 [1 1 d 1 c d c d
X 2= —=——l1In 7 2z - " 7 7+ In 73]
4wowd (wl-ud) +e u (wz-wd) +e U (w2+wd) +e u
S w, -w w,+w w_-w w_+w
r —2 [tan™' d 4 tan~' —9 4 tan d 4 tan™' < d
EUW € €u
0
-1 Wotuy
- tan - (11)
where we is the cutoff frequency and
Wy = wg - % By wy = wy ¥+ % 8, and wy = (w; - ezuz);5 (12)

Here, 8 is the bandwidth of the narrow-band process L

As a result, the nonlinear equation (1) is replaced by two
equivalent linear equations (4) and (5) and the mean-square response has
the form

) 7Sy [2en(uisz )48 +4e u’) | enasx’ (u])
U > = 7 2,, 2 2.2 7 7., t ) (13)
ZEquBwe[(wo-me) +(25u+6)(2€uw°+6we)] Zuwe

where m; is given by Eq. (7) and
2 2 2 ® 2. 2
Salg) = 998, (wg) + 6] [ §,(r)S,(r)S,(ug - 7, - RLSC I

Here, Sx(m) is the output spectral density of the linear response x in
Eq. (4)
sz(“)

Sx(“) = 2.2 7 2 (15)

2 2
(wo-w ) +de u w

Conclusions

A method is presented for determining the response of nonlinear
systems to random excitations. The original nonlinear governing
equation is replaced by two equivalent linear equations. The method
provides some means to describe the non-Gaussian feature of the
nonlinear response and preserves its wide-band character. The
interaction and feedback between the nonlinearity and excitation creates
nonlinear resonances. These lead to a linear shift in the frequency and
an adjustment of the strength of the primary excitation. The former is
responsible for the increase in the modal frequency and the latter
contributes to the experimentally observed broadening of the response
curves.
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DYNAMIC SNAP-BUCKLING
UNDER
STOCHASTIC LOADS

S. T. Ariaratnam sad Wei-Chan Xie,
Solid Mechanics Division,
Faculty af Eagiacering,
University of Walerloo,
Watetloo, Ontarlo, Canada, N21. 3G,

ABSTRACT

In shallow curved struclures such aa arelies uad shells under symmetcically distributed loads,
usnally only the symmetric mode of deformation is excited. Ilowever, due to the inherent aou-
linear coupling, the antisymuietric mode can also be excited under cerram couditions and becowe
unstable leading to snap-buckliug of the strueture.

We consider the plage motion of a simply supported shallow arch of uniform crmemseclion
whose axis in the unloaded configneation hiy a form wy(z), on which the dynamie deflectivn
w{z .4) is superposed. Therc is s lsteral laading p(z.t) as shown in Figure 1. The problem to be
considered here is that of a low, half-sine, pluncd arch loaded stockastically by a hall-siue spe-
tially distributed load. The initial shape is taken in the farm

. X
wolz) = qosin—,

L
where gq 1s the initial rise parameter. The expression {ur the losding, directed upward, s given by

Tz
)

plsi) = ~Plt)sin "

where F(t) is 8 random process with meaa value E[1t})=F,>0. The dyuame deflection may be
represeuted upproximatety by

w(z,!) = sin =4 ir\—?-’i
' U} L g L '

where g, g5 are the amplitudes of the symmetric aud Lhe antisymmetrie modes. Then, the cqua-
tions of mation are giveu by




R - EA ;
wipk By s (FIET: - = anta)(] +44]+ 2000, )} = - PY0),
. T (1)
uis Mo+ (VIIBE g+ FAaga! ~403+2000:); = 0,

where 4 @ the mass per unit length. @ iy uhic viscous damping coefficient per unit length. £A and
k4 denote, respectively, the axial and the fexural stilfness of the arch rib.

I E{P(1)) = FPy0, we take F(t)m Fout), where 1) is & zero man, wide-band process
which ciu be approximated by & Causian wlite noise, i.c.
LQt)) =0, aad E§t)qt+7)| =xd(r),
where x 13 the intensity of the Joad Juctuation, and 8(7) is the Dirac delta function.

It is known (Fung and Kaplau 1932)) that under a purely static lad Py, if the initial rise 7,
is such that g¢/2s> V53, snap-buckling inta A non-syuuneiric owde can ocenr if P>H, -
2E1p(x, 1) [qu20+3(g3 /40%-4)*%, where pm(f/A)2 The cilcct of & stochastie Josd on the
stability of the structure when g2 > V5.5 and Fy< P, iy considered in the following.

It s nuted that oaly the symmetric mocde is directly excited and the antisymetric wode is
at rest. Then the first of equations (1) becomes

i . % ST EA %) ' 1
F7|+5Q|+(,T)‘.E’91“‘—‘—(%*‘11.\(01’*2%1|); m — T+ 41, (2)

Avuinug ¢; = ¢,+X(t), where g, earresponds w0 the deflection due to the static load 1
and X,(t) w the additional deflaction dne to the rsndom load t), the atatie defleciivn q,, is
given by

EA, 2 . :

TP qe (ot @ Xl + 29000 )] = P (3)
Then, subtracting equation (3) from (2) leads to the equation for the deflection component
correspanding to the fluctustivual psrt of the load:

u-’?.+ﬂ.\".+%¢(% (4074293 +09501,~ 321X+ (Qor @)X+ X = —&). (3)

The atationary marginal probability density of the displacement praces X (L}, obtained by
solving the associated Fokker-['lanck equation ia

.. s [ N
p(x.)-Caevn(—%%)‘l%(-w’+2q§+6qo¢|.+3q,’.)z3+(4n+q.. jz¥+ el (5}

where Cy is the normalization constant

To wvestigate the stability of both the excitad mode and the rest mode described by equa-
tions (1), substituting the perturhed aolution




9= qu+X|+2|, 9y = 040+, (%)

into equations (1], oeglecting all nanlinear tering wud uwkiug use of equations (3), and (4] results
in

. EA 2 "
#2827 ) (1074290 ~Gycqua+ 34T - 0(ge+ 01, )X = 3XE 2 =0,

L - " (7
BEy= 024 EA(T (1607491, 20001, 4+ 205+ 0,,) X+ X 2, =0,
or
f+2winirwleg(t)s =0, =12 (%)
where
I
= 4““.— " ¢ = 1.-’
EA, » Fa ., g
wi = o (T4 245 -0acq  +3a0), wi= (T8 af, v 20n,). (9)
JEA, ¢ . EA , .
gi(t) = ===(=)"2qnt 91, LX\+XP], got) = —("')"‘2("04'41.))\1*-\:’}-
@ 8L
Equations (8) are of the furn
T+ 2wd+|witg(t)z =0, (10}

where g{t) is an ergodic random process. Sinee the probubility deusity of the randem proceas X,
p(z,), is known, it is poesible to find the probability deusity of the raodom process %. According
to the multiplicative ergodic thearem of Oseleder [1968], equstion (10) posscsscs two real
Lispunov exponents X, Ay (A, >Xy) dafined by

\(zo) = himmprlogllz(tzoll, i=13, (11)

for appropriate ivitial randoat variable z,.

If both X, Xy are ncgative, the solutions are asymprotically stable with prohability 1 (w.p.1).
The solutions are unstable as soon as My =2, =0. Tn general, the Liapunov expouents are diffi-
cult to evaliate even numerically. However, for equation (10}, it s possible Lo oblain upper
hounds 10 Ay, using a method due to lufoute 1908] wnd its extension by Kozin and Wu [1973),
from which sufTicient canditions for asymptotic stable w.p.l may be found.

As au cxstupic, we cousider a sieel arch of rectsogular crosseseciion having the following
parsmeters: deusity of material 7850 kg m™, Youag's modulus £ =0.2x10'3 N m=, rectangu-
lar cross-section with height =0.03 m, width =002 m, length of span L={ m, initial rise
40=0.07 m. Two values for the mean load F, are considered, namely Fy=1X10* N, 5%10* v,
corresponding to static defleetion ¢, @ 034211078 m, —0ATERIXI0™ m, respectively.




Sufficieat a.s. asymptotic stability regions for both the vibrating mode und the rest jnode are
obtained by using the Schwars inequality and sa optimisaiivn mcthod: the results are plotied in
Figures 2 and 3.

For further details, referesce may he made to Ariaratnam and Xie | 1988]
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Fig.1 Two-Pinned Arch and Loading
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A NEW APPROACH TO
STOCHASTIC FLAP-LAG STABILITY
OF A ROTOR BLADE IN HOVER

by
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and
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ABSTRACT

In recent years, considerable progress has been made towards
understanding the dynamice of helicopter rotor blade systems in both hover and
the forward flight conditions [1-4]. From an operational, as well as safety
point oF view, the most important problem is certainly the stability of the
system. However, theoretica' 1investigations on rotor blade stability
published to date, with a few notable exceptions, have been restricted to
deterministi¢ analyses.

In the service 1life of a helicopter, numerous encounters with
thunderstorm and clear-air turbulence can be expected. Furthermore, because
of the very nature that lift is generated by blade rotation, some level of
self-created turbulence is also unavoidable. Therefore, randor turbulence in
the atmosphere should be included in a realistic analysis. This has been done
partially in, for example, References [5-7], where the vertical component of
the turbulence velocity has been taken into consideration. The inclusion of
random vertical inflow results in additional non-parametric excitation terms
appearing on the right hand side of the equations. The objective was to
calculate certain statistical properties of the structural response, including
the spectral density, level crossing averages, and peak magnitude
distribution.

It is well known, however, that stability of a dynamic system depends
only on parametric excitations. The inclusion of vertical inflow in Refs. [(5-
7) does not change the stability analysis; that is, the stability analysis
remains deterministic.

A preliminary analysis of the stochastic stability of flap-lag rotor
blade motion was made in Ref. (8], in which the turbulence was modeled as
white noise and the method of stochastlc averaging was employed to dutermine
first and second moment stability. Reference 8 is a continuation of the work




—_—

in Refs. (9-10]. Related analyses of rotor blade stochastic stabilify and
response are given in Refs. [11-13].

In the present analysis the problem of Ref. 8 is apprcached from a
different point of view, namely that in Refs. [14-15]. The flap-lag system is
analyzed as having a single critical mode (lead-lag) and a highly dampeu mode
(flap). Using the methods of Refs. ([14-15] the nth mode stability can be
anal,zed with significantly less algebra than the mean-square (second moment)
stability of Ref. 8.

The linearized equations of flap-lag motion in hover are given in
terms of the flap angle 8 and the lead-lag angle { as [Ref. 8]

68 _ 68 _ 68 0
(e Je{kex]( ) () (1)
14 14 8% 0
where
- )
h, 28+ h(s - 26)
T a
-28 -h(2s -6), n{e 8 + 2cd sa)
- )
P-he8 . Z-ho
% =
I Z + negy * ReB(E-s,)(mg Sug) LW negfd

represent the deterministic damping and stiffness, and

0 , Uh/37 0 1
#*
C = = v h
v _ -
-8h/3 , 4ne8/3 -2 8
L _ _ B
~ _ - — _ "T
-8h8/3 , O -28 0
*
K 2w = v h
v
U / 8 8
Nhee , hec 3 8 c
L _ L -




represent the stochastic contributions, where v(t) represents the vertical

turbulence component, and the other variables represent various system
parameters (see Ref. 8).

Equation (1) can be written in first-order form as
X = Ax + v(t) Bx (2)

The analysis of Eq. (2) becomes easier if it 1is brought to the
simplest partially diagonal form that still retains real variables. To this
end, consider a transformation x = Ty, l.e., Y = [g.g]

X, = 2(c

; u, alu ) + 2(c2v1 LY ) (3)

1
J J2 J 2

where superscripts 1 and 2 correspond to the eigenvectors of the critical and
stable eigenvalues, respectively. Substituting Eq. (3) in Eq. (2) and
premultiplying by the adjoint-eigenvectgor b yields

u = Cou + (Ku + My) v(t) (4a)
v = Dy + [Ny + Ly) w(t) (4b)
where
- ~ j — —1
L ]
o] w1 _ 61 W, 62 w,
Co = ' C1. ’ Do = ,
- - ! -
w, 0 w, 61 W, 62
L L . L —

prime denotes the differentiation with respect to wg,,

For the stochastic problem, i.e., v(t ) = 0, it has been shown by Sri
Namachchivaya and Lin [15] that the stochastic terms of Eq. (4b) contribute to
the drift and diffusion coefficients of Eq. (Y4a)., Thue, utilizing the ideas
from the deterministic and stochastic averaging theorems, as indicated In

(15]), the amplitude and phase converge weakly to a Markov diffusion process
with infinitesimal generator L°.

o 3_ . y 8_
L'f(a,9) ma(a) a3 f(a,¢) m¢(a 30 fla,d)




3%

3a 3¢ (a,¢) (5)

2
5 loal,, A [oal,, 2 “2 (a,0) + [oa]

Consider the Fokker-Planck equation assocliated with LC. Integrating
this equation over ¢ (2asuming periodicity in ¢) yields

) ] - Y 1 = 3 2

5% * T3 [{a + E)a} p] + 37 ;;5 (a© p] (6)
where

- < - L .

a =8 g (2]t T, TG [2x, S (O <2sE£( w, )]

- 1 - -

4 3 [ 3355( wz) <us£5(m1 - wz) - KSW£E(N1 + wz]

K6 wgg(w1 - wz)

(t)cos wt d1, S, (w) = 2 f e R, (1)cos wtr dt ,

S -
ggle) = 2 IO "e 5 0 5E

(w) =2 I R, (1) sin wt dt, ¥_ (w) = 2 I

wgg . EE £E (t)sin wt dt ,

Ree

n
- 1
Plast) = == fo p(a,é,t) do

and « =1,2,...,6 are defined in terms of coefficients of matrices K, M, N
in [1%] The above equation is similar to that obtained in [14]. From Eq.
(6), the stability condition for the nth moment of the linear system can be
written as

16(8'n + ) + (n + 2) <2355( w,) *+ 2n ‘1555(0) <0 (1)

Equation (7) represents a significant simplification over the mean
square stochastic stability analysis of Ref. 8. In addition, higher moment

1}




stability can be assessed. The simplification occurs because there is a
single critical mode. This allows a problem of smaller dimension to be
analyzed.

1.

10.

1.

12‘
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NONLINEAR OSCILLATIONS OF LARGE SYSTEMS
WITH LOCALIZED NONLINEARITIES

P. HAGEDORN

Institut fir Mechanik, TH Darmstadt, HochschulstraBe 1, 6100 Darmstadt
W.Germany

Abstract

Numerical simulations of the dynamics of large mechanical and electromecha-
nical systems are becoming more and more common in the area of aerospace
structures and in other fields. In many of these systems the nonlinearities
are concentrated in a few elements only, the larger part of the system
being linear. This class of systems forms the subject of the present paper.

Xy b4l
: Xy _ 41 ;
Xiol G (Q) Y1t
Yn
X

=~
N

Fig.1l: Complex system with linear
and nonlinear subsystems

We consider a system according to Fig.l composed of a large licear
subsystem with input

x(t) = (x;(8), xy(8), ..., x ()] (1)

and output
y(£) = (y (). y,(0). ... y ()T (2)

containing also several nonlinear elements. The dynamic behavior of the
linear part can be described in the time domain as

t
y(t) = I H(t) x(t-t) dr. (3)
0

the m x n matrix H(t) being the impulse response matrix, i.e. the element




hij(t) is the response of the output yi(t) to an input of the type
xj(t) = 6(t). For practical purposes the upper boundary in this integral
can be substituted by a finite "decay time", depending on the damping pre-
sent in the system.

In addition to the large linear subsystem, the system of Fig.1l con-
tains also nonlinear elements or subsystems, through which some of the
Outputs, say y; ;. ¥Yj,o: ---+ ¥, 2re fed back to some of the inputs, for

example o1t Xgsor oo X Only the inputs X1+ Xge c.e. X oare then

accessible and only these variables are inputs for the complex system (i.e.
the composed system). The input-output relations between the Xie Xgu ees

X and the Yy Yoo -0 ¥ in the complex system of Fig.l are sought, that
is. the outputs yl(t). y2(t), cees yl(t) are to be obtained via numerical
simulations from given inputs xl(t). x2(t). cees xk(t). In the present
paper we solve this problem using directly the transfer properties of the
linear subsystem.

Suppose for a moment <hat the nonlinearities are such that the Yie1®
Yiegr -+ ¥ are simply functions of the values of the input variables
o1t Xpear ccor Xp taken at the same time, as would be the case for

example for nonlinear springs with displacements and forces as inputs and
outputs. Since the X1 Xg. o..uXy o are given as time functions and the Xee1®

Xppgr -+ X, aS functions of some of the ¥Yi+ Yo+ -+++ Y. We can write

x(t) = x[y(t).t]. (4)

This notation does not reflect the fact that x does not depend on ¥i+ Yoo
Y but has the advantage of being very simple. With (4) in (3) we now

obtain the vector integral equation

14
y(t) = JH(T) x[y(t-1). t-t] dr. (5)
0

in which the time function y(t) is the unknown. while x(y.t) is given. This
integral equation has to be solved numerically for y(t) in order to obtain
the system response.

If the nonlinear elements are such that the xk+1. xk+2. e xn are

functions not only of the values of Yi+1° Yiegr ccr Yo but for example
also of their derivatives, then (4) has to be substituted by




x(t) = x[y(t), y(t), t]. (6)

Similarly, higher order derivatives could also be included. The problem can
however always be recast into the form (5), by introducing additional vari-
ables.

right track

left track

Fig.2: Simple model for the
dynamics of a car

The integral equation (5) has been used successfully for numerical
simulations in several cases by the author. A simple example is the simula-
tion of passenger cars, mainly in studies of riding comfort. In this aspect
of vehicle dynamics usually almost the whole system is to a large extent
linear, the only essential nonlinearities being the dampers and the pneuma-
tic tyres. The corresponding mechanical model of Fig.2 is obviously a dyna-
mic system of the type depicted in Fig.l. Since this system {s still rela-
tively complicated, we discuss iustead the simpler system of Fig.3, which
contains most of the essential features of the original system. It is
formed by two masses and three linear springs and dampers, all of which are
supposed to be identical for greater simplicity. In addition, there is a
nonlinear element connecting the two point masses, which for simplicity we
assume to be a nonlinear spring with a piecewise constant stiffness, as
shown in Fig.4. The external input into the system is by means of the dis-
placement s(t) of the point A. The linear subsystem has therefore two input
variables, namely v(t) and f(t) (the force at the nonlinear damper) and two
output variables zl(t). zz(t). i.e.

(£. v)T, (1)

]
[}

T
= (zl. 22) . (8)

<
I
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Fig.3: Nonlinear system with Fig.4: The characteristics of
two degrees of freedom the nonlinear spring

The dynamics of the linear subsystem is obviously described by the equa-
tions of motion

¢

Wi+ ez - zp) + A2 - 3) = - £(0) + of w(D) 4T+ av(e).  (9)
o)

mz, + c(2z, - z;) + d(2z, - 2;) = £(1). (10)

The solution can be written in the form (5), with

h12(t) = é— {4 - 3e-6t [cos Wt - 2—1 sin wlt] - e—BGt[cos wgt = % sin wzt] ,

(11)

etc., where the abbreviations § := d/2m: wg ‘= .c/m; w2 i= 2 52:

1 =%
wg i= 3“’(2) - 962 were used. As an example the system response is calculated
for the function

h
59-(1-cosnc). ogtsg—".
s(t) = . (12)
0 £ <0,t) %’1.




Fig.5 shows some numerical results obtained in this manner for m =1,
d=004, c=1, Q=1, ho = 1. The integrations in (5) were performed with

a simple first order numerical scheme for different values of At. These
results are compared with a "numerically exact” solution of the differen-
tial equations,

At = 0.5).

obtained via a fourth order Runge-Kutta method (with

19 29

Fig.5: Numerical results

In the paper, additional numerical results are given and it is also
shown how the idea of splitting up the complex system into linear and non-
linear subsystems can be used in the measurement of transfer properties.




On the Adaptive Control

o
Dynamic Systems with Flexible Structures

Robert L. Kosut
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and
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Abstract

The purpose of this talk is to present a practical method for analyzing the stability prop-
erties of adaptive control systems in general, and in particular, dynamic systems with
flexible structures. The basis for the stability analysis is the application of the classical
method of averaging for analyzing th: behavior of ordinary differential equations with a
small parameter. The theoretical analysis reveals comman properties of many adaptive
algorithms, including causes of instability and the means to counteract them*. The lim-
itations and practical use of the theory is discussed. The theory will be applied to both
MRAC (Model Reference Adaptive Control) systems and to STR (Self Tuning Regulators).

Specific applications will include: large flexible space structures, robotic systems, and disc
drives.

*Theoretical background material may be found in Stability of Adaptive Systems: Pas-
sivity and Averaging Analysis (MIT Press, 1986) by B.D.C. Anderson, R.R. Bitmead,
C.R. Johnson, Jr., P.V. Kokotovic, R.L. Kosut, I.M.Y. Mareels, L. Praly, and B.D. Riedle.




ON THE STABILIZATION OF TETHERED SATELLITE SYSTEMS
E.H. Abed and D.-C. Liaw

Department of Electrical Engineering
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Abstract

The nonlinear dynamic model of the shuttle/tethered satellite system (TSS) stud-
ied by Liaw and Abed [1] and the associated results are reviewed and extended in this
talk. Recall {1}-{3] that the TSS consists of a shuttle and a satellite connected by a
tether, in orbit around the Earth. In this work, issues of stability and stabilization in
the station keeping and the deployment and retrieval processes are considered. Two
approaches are used in the investigation. The first is based on a Liapunov function for
the nonlinear model. The second method relies on Hopf bifurcation theory, as in [1].
Two other issues are briefly considered: the existence of an invariant manifold for the
dynamics, and controllability of the TSS via tension control alone. In particular, it is
observed that purely in-plane motion of the TSS corresponds to an invariant manifold
of the dynamics. Moreover, the full nonlinear system is shown to be uncontrollable if
the only available control is the tension in the tether. This fact is interesting in the
light of the favorable stabilizability properties of the system.

The model of the TSS developed in [1] is a sixth order lumiped parameter model,
with state variables o (out of plane angle), 8 (in plane angle), and ( (tether length),
as well as their time derivatives wy, wy and ‘. respectively. The model is obtained
using the system Lagrangian in [1] under the assumptions of a massless, rigid tether,
a satellite of mass m very small compared to the shuttle mass m,, no aerodynamic
drag forces. and a circular orbit of the shuttle. The model is. in the notation of [1], as

follows:

i Supported in part by the Air Force Office of Scientific Research under URI Grant
AFOSR-S7-0073. and by the NSF under Grants ECS-86-537361 and CDR-83-00108.
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+ Q%ry cos @ cos ¢(1 — %—)+ —~ (6)
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In (1)-(6), ro is the constant radius of the shuttle orbit, Q is the constant angular
velocity of the shuttle in its orbit, and r,, denotes the varying radius of the satellite
orbit, given by

ry. = ra + €% 4+ 2rg€cos ¢ cos §
and T denotes the tension in the tether.

It is shown in [1] that, at an equilibrium point, the system (1)-(6) nominally pos-
sesses two pairs of purely imaginary eigenvu,ues. One of these pairs may be stabilized
by linear output feedback, while the other pair is uncontrollable. This motivates the
use in (1] of results on stabilization of Hopf bifurcations [4] to yield a family of stabi-
lizing tension control laws for station keeping. Liapunov functions for nonautonomous
linearized systems associated with (1)-(6) are used in [1] to prove stability of deploy-
ment and instability of retrieval for constant angle deployment and retrieval strategies
for which the system retains an equilibrium point.

The Liapunov function candidate for the system (1)-(6) is taken as the total system

energy, the sum of the kinetic and potential energies (KE and PE, respectively), where
1 5 0 1 M M B3 pd
KE = 5m,Q%rf + sm[€® + £20° + £2 cos® ¢(6 + Q)?
+ Q2r§ + 2Qro ¢ cos ¢ sin8 — 2Qryfsin ¢ sin 8¢

+ 2Qrycos & cos B(8 + Q)]
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This Liapunov function candidate is useful in deriving stabilizing tension control laws

PE=-

T in feedback form. This is most easily seen for the station keeping application studied
in 1], wherein the TSS is to be stabilized about a fixed tether length.

Work is proceeding on the question of the quality of the total system energy as
a Liapunov function for the system, in terms of the size of the predicted region of
attraction. In addition, generalization of the results summarized above to allow for
flexibility of the tether, nonzero tether mass, noncircular orbit, and appreciable satellite
mass 1s in progress.

The existence of an invariant manifold for Eqs. (1)-(6) is easy to check. Note
that if, in Eqs. (1), (2), at some instant of time ¢ = 0, wy = 0, then this holds for
all subsequent times. Therefore the set 6 = 0,ws = 0 is an invariant manifold of
(1)-(6), regardless of the form of the tension control law T. The attractivity of this
invariant manifold can only be determined from the nonlinear terms. since the Jacobian
matrix of Eqs. (1), (2) with respect to 6.w, has a pair of purely imaginary eigenvalues
(a critical case). Moreover. the existence of this invariant manifold, regardless of the

tension control law T, implies that the system (1)-(6) is uncontrollable.
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ABSTRACT

We formulate the compliant control problem mathematically employing the frame-
work of constrained Hamiltonian systems. We then derive nonlinear control expressions for
the force and the motion on the constraint surface. The derivations reveal conditions that
define the class of constraint surfaces allowable in the formulations. Two examples are
then given to illustrate the formulati~rn and the methodology.

Introduction

Most robots are currently used for very limited tasks usually characterized by
position-to-position movements, e.g., pick-and-place, spot welding and spray painting.
Other essential but complicated tasks involve contact with the manipulator’s environment,
e.g., inserting a pin into a hole, assembling, plasma welding, contour following, deburring,
grinding, etc., see [1,2]. Such contact usually results in the generation of external forces
acting on the end effector of the manipulator. External contact forces such as the ones
introduced by constraint surfaces always modify the dynamical behavior of a manipulator.
Consequently, issues of appropriate modeling and of effective new control strategies arise.

Compliant control is concerned with the control of a robot manipulator in contact with
its environment, see [3-4]. The end effector of the manipulator first converges to the con-
straint surface at a specified position generating a specified force upon contact. Then, the
end effector moves along a desired path on the surface while maintaining a desired contact
force profile (along this path). Thus, compliant motion calls for the input torque to achieve
trucking for a specified path on the constraint surface, and with a specified contact force.

In principle, such tracking is possible because the constraint surface limits movement
to a submanifold (on surface) and consequently frees some components of the input torque
to control the contact force with the surface. However, the nonlinearity of the governing
dynamics as well as the constraint equations potentially make the control process difficult
if not impossible. The difficulty may translate mathematically to the presence of singulari-
ties at some points on the constraint surface or to the lack of well-posedness of the govern-
ing system of equations.

We choose to formulation the problem in joint space. An advantage of this choice is
that the constraint now applies to the joint angles directly; consequently the constraint
applies to the links of the manipulator and not merely to its end effector as it is the case in
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the task space formulaton. Another advantage is that once the class of allowable con-
straints is specified in the joint space, the simpler and direct use of the forward kinematic
would provide the corresponding class of the allowable constraints surfaces in the joint
space. We remark, however, that determining useful, in terms of applications, class of sur-
faces is a nontrivial research problem.

The control process we envision may take the following steps. The end effector is first
steered to a point on the constraint surface using, e.g., the linear feedback control strategies
reported in [S-7]. In addition, one must also guarantee that at the final (desired) position on
the surface, a specified (normal) force is generated. Once the end effector is located at a
specific position and with a specified force, one may then apply compliant control stra-
tegies to generate or to track a desired path with a desired contact force profile. Some
results on compliant control have been reported in [3-4].

In this work, we propose a control strategy which consists of the sum of two non-
linear controls. One control restricts (the end effector of) the manipulator to the constraint
surface; this control represents the force control part. The other control stecrs (the end
effector of) the manipulator along a specified path on the constraint surface; this control
represents the position control part. Then we show that these nonlinear controls can be sup-
plied by the input torque vector at the joints. Specifically, we give an expression for the
(physical) torque which would generate the desired nonlinear controls. (It is possible to
include the dynamics of the actuators and consider the actuator voltages as the physical
inputs) Further work need to exploit force and velocity feedback to achieve attractivity of
the constraint surface in order for the formulation and the control to be robust.

We employ the geometric tools of symplectic Hamiltonian systems in setting up our
framework. Although these tools have been used in [3], our emphasis is quite different:
we assume that the amplitude (modulo a multiplicative constant) of the desired force is
given as a function defined on the constraint surface; then we derive the control required to
maintain that desired force. We also derive the second component of the control strategy
which generates desired paths or trajectories on the constraint surface. The derivations
require that the constraint surfaces satisfy conditions in terms of a matrix of Poisson brack-
ets being nonsingular. These conditions in fact specify the class of constraint surfaces
allowable in our formulation.

The formulation does not yet take advantage of feedback of error signals, with respect
to a desired position, velocity or force. Moreover, while our analytical results are valuable
on their own merits, we recognize that in application one has to take into account the
effect of disturbances, unmodeled dynamics, ... the dynamics of the material of the con-
straint surface itself. We hope to pursue thesv i<:ues in future works to blend our theoreti-
cal derivations with practical applications. i , ould be recognized however that the
theoretical framework provides guidance and deep insights into how to properly devise and
apply the control strategies.

Summary of Results

The Hamiltonian of the overall constrained robot system (Hr) can be shown to be
m . =2m .
Fl =l
where H is the free Hamiltonian, A; is a Lagrangian multiplier, ¢ represents one of the set
of equations that model constraint, and ¥/ represents one of the corresponding set of
orthogonal complement to the set of constraint equations. 4 represents the 2m-dimensional

force control input vector and i represnts the (2n—2m)-dimensional compliant motion con-
trol input vector. These controls can be derived to equal ([8])

i = CilsCaa 24)
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The dynamic equations of the Hamiltonian Hy can be expressed as

2m 2n-2m j
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The vector form of (3) can be written as
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The required torque input at the joints of the manipulators is given by
T=(~Ay + M(@)A, + M(@)A))id + M(g)A,4
+ (=By + M(9)A, + M(@)B))a + M(q)B,1 ©6)
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- HANDLING OF CLOSED LOOPS

Michael Riemer and Jorg Wauer
Institut f0r Technische Mechanik
Unlversitat Karlsruhe
KalserstraBe 12, D-7500 Karlsruhe 1, FRG

Synopsls. Supplementing recent investigations generating the equations of
motion for flexible Industrial robot models with revolute and prismatic
Jjoints here the treatment of closed loops Is presented.

1. Introduction

In the dynamlcs of unultibody systems with deformable components,
structures with material boundary conditlons, e.g., revolute joints, and
tree structure, e.g., open chalns, have been considered. Untll quite
recently, only a few contributions have taken Into conslideration the
effects of non-material constralnts, e.g., by means of prismatic jolnts
/1/ and the handllng of closed loops /2/, respectively. But these effects
have been considered nelther completely nor simultaneously. The first
detalled Iinvestigations deriving the equations of motion for such
non-material systems, but without closed loops, have been carrled out in
the recent past /3,4/. As a supplement, here the extension to closed
loop systems will be discussed, namely, in the flrst part with an example
of a simple one-body distributed parameter system and In the second part
for a planar two-body system with beam-shaped structural members as a
typical sub-class of general flexlble non-material multibody systems
involving closed loops. The results of /3,4/ and this short communication
will be combined in a forthcoming paper /5/.

2. Axlally moving string as a simple model

The simplest prototype for a non-materlial flexible system ({nvolving
closed loops is represented In Figure 1. The string pre-stressed by an
axial constant force H,, performs an overall motion s(t) in the axial
direction and superimposed small vibrations described by the vector field
of displacements u. The motion is constrained by the material, moving
support A and the non-materlal, locally flixed support C. For the
co-ordinate system we choose the Inertial frame (k=1,2) and the
locally attached tangentlial unit base vectors e, (k=1,2). They define the

non-deformed reference configuration and the Lagrangian co-ordinate (LC)
¢! of the string.

es Ho-Fl) X reference
] s State
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Figure 1




Here the transformation

4 10
ek-a".‘ke? , (a!k)-[0 1] (1)
between the reference frames is very simple, but an essential property
holds, in general: Locally attached tangential base vectors (here e ) are
Independent of the deformations of the body they belong to. Applying
Kirchhoff-Hamilton's principle (KHP) /6/

t ¢,
8g [ (T-v)dt + [ W, dt =0 (2)
t1 tl

the kinetic and potential energies T and V as well as the virtual work
Wi have to be established in advance. For a string their non-linear
formulation Is given in /7, eq.(9)/. In order to handle the problem in
the sense of multibody systems, first of all we consider the underlying
tree structure, which is obtained by removing support C. Then (2) yields

by means of a classical mathematical procedure, the non-linear field
equations /6/

—uul,, +N, =0, N=EA(ul, +%u!,1u!,l+%u?,lu?,l), EA=flexural stiffness,

-uu?, +Q,,= 0, Q=EAu% U3, , u=mass per length (3)
for the one-field problem with geometrical boundarX conditions at ¢l!=0
(support A) and dynamical ones at the free end ¢'= If s(t) is not
prescribed, the equation for the overall motion is

S =F(t)-u J'l (S+ul,,)del=0 (3a)
0

with.the given force F(t). Now the above discussed tree structure (Fig. 1

without support C) is closed by adding the non-material support C at the
position

r-rﬁe;;, (ri)- [g] (4)

in the inertial frame. Hence, the corresponding constraint equation for
the stiing is

C = x(gl=¢g (t),t)-r=0 or

ck = xk(glag (), t) = rk = 0, £=1.2 3

wherein Py Py
x=([s(t)+tl+ullal +uZal, ) e (6)

is the posltlon vector of an arbltrary material point t! in the deformed

state u=uX e, measured in the inertial frame eg. Therewith (5)2 reads

kel s(t)+g (L)+ul (g, t)=b, k=2: uZ(f_,t)=0. (7)




Undoubtedly (7), is obvious looking at Figure 1, but only a forralism
like (4), (5) dnd (6) can be used to establish algorithms for general
multibody systems. (7), determines the LC §{_(t) of the actual nmaterial
point (MP) at support . The additive supplement to KHP (3) then is

‘2 .
6x = szI st ckat, (8)
4
with a mlnlmaé set of Lagrangian multipliers (LM's) )¢ depending on time
t only. In C%, (5), It is essential that only the actual MP with the LC
glag () is considered. This requires the variatlonal cperator s in (8)
instead of the classical one, §,. The relationship between the locally

measured, non-materlal variatlon (z=const. in Fig. 1) 8, at support C and
the material one (¢l=const.) By Is given by the chain rule /7/

5,01 =[1,5,8 +86, 0[] (9)

Indicating the change of MP's at C by the convective part ([],;5%,. (8)
can be evaluated in the form

t
2 A 2
M (t)s,ckdt - J‘ [xq(55+sz;c+szu‘|{)+ xgszuﬂ{]dt, (10)
c c
t
1

X =
t

- &
————
ct

wherein all variations are independent and also (5), 1s taken into
account. Because of support C, the integration in (2) over the interval
(0,11 must be split Into the two non-material intervals [0,§ (t)) and
(¢.(t),11, which lead also to variations & defined in (9). Followlng the
arguments in /6/, together with (10), the new equations of motion for the
closed-ivop case can be derived: The two field equations (3) remain valid
for the two flelds left and right of C, respectively. The four material
boundary conditions remain unchanged, too. The "open-chain" equation
(3a) for the overall motion s(t) suffers a correction due to

S+ 3+ [Ul'=0, [Ul'=- 11
+xa+ [UIT=0, [UJ: u[”u1 Jens (11)

Additionally the four non-material boundary conditions at C occur in the
form

M+ [U+NII=0, )5+ [W+Q])!=0,

($+ul, )2, 18cH0 12
I el (12)
1+u1.,1 {0
togather with three equations for the constraints
Ck=0, = [(H+Q)UZ, + (U+N)u!, 12=0 (13)




beeing in accordance with the number of additional unknowns Xﬁ(t) (k=1,2)
and § (t). In order to discuss the method of "body-doubling” /8/, the
system in Figure 1 must be divided into an open chain (system I: string
plus support A only) and the doubled body (system II: string with support
C only) having tree structure, too. Each of the bodies have half the
original mass. To fit the two subsystems I,II it Is necessary to match
the node co-ordinates by means of thelr position vectors. Using the
reference frames in Figure 1 for both I and II, we obtain

A A
AK @ Hyk(glag,t)e0, Cl= s(t)eg+lul(e,,t)-b=0, C2=lul(y ,t)=0,  (14)

A
wherein Ck=0 is identically the constraint equation (5), here for body I.
Matching the MP's in the fields results in

£k m Iyk_llyka g, kei,2. (15)

In order to generate the supplements for the exlisting equations of motion
(3),(3a), six LM's have to be introduced due to

!
= [ Dewrcks g [pato gt ae (16)
t, 0

Compared with (10), the method of "body-doubling” need more LM's and,
hence, four additional equations. But the most important difference is
the dependence of ¢two of the position co-ordinate t!, leading to
considerable complicatlons during the discretization procedure, which is
usually used to obtain approximate solutlons.

3. Two-body robot model (see /5/)

The considerations carried out in the last chapter will now be extended
to a more practical system. It consists of two elastic bars I and J (see
Figure 2). They perform a general overall motion x(t) and ¢(t) together
with a rotational and translatlional rigid body motion «(t) and s(t) of
the second component, J, relative to the other one, I. The relative
motion Is realized by the non-material revolute-prismatic joint G. Small
Flane elastic vibrations denoted by the vector flelas of displacements
u,’u and the scalar flelds of bending angles '9,78 are superimposed. In
Timoshenko's beam theory u 1is independent of 9 due to the shear
deformation. The transformation between the reference frames can be
performed analogously to (1) as well as the generation of the equations
of motion for the underlying tree structure (after removing jolint C).
Closing the open chain by prescribing the path of C in the inertial frame
along a smooth curve r result in constraint equations (similar to
(4),(5)) with a minimal set of LM's. The assoclated supplement (similar
to (8)) together with the operators of the tree structure lead to five
integro-differential equations for the overall motion, nine partial
differential equations for the deformations, three non-material boundary
conditions at G, and three additional constraint equations. All equations

are coupled to each other and contain non-classical terms. For detalls
see reference /5/.
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4. Concliusions

Extensions of flexible multibody systems with tree structure to such
cases involving closed loops denote an important topic in the dynamics of
robotics, for example. If the connecting joints belong to the group of
so-called non-material constraints, e.g., a prismatic joint, not only the
analytical description of the kinematics and the non-classical handling
of variational and differential operators, but also the treatment of
closed loops lead to considerable complications. The formalism presented
here results in a minimal set of equations of motion, which can be
reduced by direct variational approaches to ordinary differential
equations. The method remains fundamentally unchanged when applied to
spatial motions or three-dimensional components.
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STABILITY OF FLEXIBLE MULTIBODY SYSTEMS
DYNAMICS IN THE PRESENCE OF CLOSED LOOPS

Amirouche F.M.L
Assistant Professor
Dpt of Mechanical Engineering
University of Il1linois at Chicago
Chicago 111 60680

ABSTRACT

A common problem in the analysis of rigid and flexible constrained
multibody dynamics arises when the Jacobian matrix becomes singular.This
in fact result in some numerical instability in the integration of the

governing equations of motion.

Usually when a multibody system is subjected to simple nonholomic and
holonomic constraints of the form BY=G (where B denotes the Jacocbian matrix
,Y the generalized speeds and G is a function of time t),it is customary
to assume that B has full rank and its orthogonal complement array C in
the constrained space exists.However in certain configuration the loop can
go from 30 to 20 type of formation causing the Jacobian matrix to be
singular.A common approach to insure stability of the system is to aveid
the singularity position.This require more efforts than needed and doesn't
guaranty the continuity of the system motion in the neighborhood of

singular positions.

An 3l!gorithm based on the Pseudo-Uptriangular-Decomposition -Method (PUTJ)

introdur 3 by Amirouche et al is used to detect when a particular
constr-:, = equation vanishes in the process of the uptriangulazation of
the Jacer - matrix.This identification is essential as it permits one to

compute the orthogonal compliement array even when B changes rank.Two




methods are then introduced to insure the numerical stability of complex

dynamical systems with variable closed-loops.
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FRACTALS AND CHAOS IN ELASTIC SYSTEMS

Lecture by

Francis C. Moon
Professor and Director
Sibley School of Mechanical
and Aerospace Engineering
Cornell University

ABSTRACT

In recent years new phenomena have been discovered in
nonlinear dynamics, namely chaotic oscillations in deterministic
systems. In this lecture physical examples will be discussed from
mechanical, control, space structures and fluid-elastic systems. To
describe this chaotic phenomena, new mathematical ideas have
entered dynamics such as fractals. In this lecture I will illustrate
how fractal concepts and Poincaré maps are used to describe strange
attractors and other properties of chaotic systems such as basin
boundaries. in particular, we show how to calculate the fractal
dimension of a chaotic attractor from experimental data for nonlinear
vibrations of an elastic beam and vibrations of fluid flow through a
flexible tube. A discussion of new experimental techniques in
nonlinear dynamics will be given. A demonstration of chaotic

vibration will be performed.




Nonlinear Oscillation of a Flexible
Cantilever: Experimental Results

Alan G. Haddow & Syed M. Hasan
Dept. of Mechanical Engineering
Michigan State University
East Lansing, Michigan

1. Introduction.

A collection of experimental results which describe the nonlinear
oscillatory behavior of a flexible cantilever beam are presented. The
approximate dimensions of the beam are 30" x 0.5" x 0.02" and it is forced
through a sinusoidal base excitation in the axial direction. This is the
"input” term. The response, or the "output" term, is measured by a strain-
gage attached near the root of the cantilever. The following sections
describe a number of the phenomena observed. The periodic or almost periodic

responses occur for planar motion, whereas if non-planar motions arise,
various forms of chaos result.

2. inear Stabi a ontrivial Steady-States.

It is well documented that the dynamic stability of a beam excited by a
sinusoidal displacement in the axial direction is given by a Strutt diagram.
In the displacement-frequency parameter space there are wedge shaped
boundaries which seperate the stable and the unstable regions. The nose of
these regions occur at forcing frequencies that are equal to twice the linear
natural frequencies of the system. They also occur at multiples and
combinations of these natural frequencies. Figure 1 presents experimental
data which define one of these regions. It is associated with the 4th natural
frequency of the system. The excitation frequency is = 92 Hz and for a set of
parameters inside the unstable region, the model responds in the 4th mode.
Linear theory predicts that this unstable response would grow exponentially.
However, as the response grows the effects of non-linearities can not be
ignored. This results in the beam attaining a steady-state. Keeping the
magnitude of the base acceleration constant, it is possible to investigate the
variation of the amplitude of this steady-state response as a function of the
forcing frequency. Figure 2 presents such results. Note the large multi-
valued region in which both trivial and nontrivial steady-state solutions are
found.

3. Transient Chaos.

If the frequency is such that the response of the system is quite large,
e.g. point A on Figure 2, then it is possible to observe transient chaos if
the system is perturbed from its steady-state. For this value of force the
response never remains chaotic, but always returns to either the trivial or
the non-trivial, single mode, steady-state value. The basic form of the
response while in this chaotic regime is similar to that given in Figure 4.
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Increasing the level of the force slightly (see Figure 1) results in the
frequency response curve presented in Figure 3. If the frequency is decreased
enough an out-of-plane mode is excited and a chaotic response results. The
term steady-state chaos refers to the fact that the response remains chaotic
for all time. A time trace of such a response is presented in Figure 4 along
with its FFT. By altering only the initial conditions the stable, trivial
solution can of course be attained. In addition it is possible to find multi-
mode responses. Figure 5 shows such a case.

5. Extremely low Subharmonic Response.

A time trace of the input and the output are presented in Figure 6 for a
forcing frequency of = 190 Hz. (Note the change in the time scales.)
Initially the beam responds at the forcing frequency but as time progresses,
the energy seems to cascade down through the modes. The authors believe this
is a consequence of internal resonances. Eventually a very low frequency,
steady-state response is attained.

6. Concluding Remarks

A selection of some experimental observations of the nonlinear behaviour
of a cantilever beam have been presented. Work is in progress exploring a
number of the phenomena in more detail, particularly the extremely low
subharmonic response. This type of energy transfer to remote modes has
received little attention in the past.
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NONLINEAR RESONANCES AND CHAOTIC MOTION IN A FLEXIBLE PARAMETRICALLY
EXCITED BEAM

T.D. Burton and M. Kolowith
Department of Mechanical and Materials Engineering
Washington State University
Pullman, WA 99164-2920 USA

ABSTRACT

We present experimental and analytical results for a flexible, parametrically excited, vertically mounted beam.
The exciting frequency 2 is near twice the fourth mode natural frequency wy. We have observed steady, periodic
motions associated with the fourth mode principal parametric resonance and chaotic motions, both occurring in
a narrow band near ? = 2wy,

INTRODUCTION

A schematic of the experimental setup is shown in Figure 1. The test specimen, mounted as a vertical
cantilever, is SAE 1094 steel of dimensions 35.625 in x 1 in x 1/32 in. The beam is very flexible in the “in-plane”
direction and very stiff in the “out-of-plane” direction. The in-plane flexural stiffness El = 76.29 Ib-in? and the
mass per unit length p = 0.2388 x 1074 1b sec2/in2. The vibrational motion was monitored with a strain gage,
which was mounted at X/L = 0.2, near the first peak of the fourth mode shape. The harmonic base motion was
monitored with an acceleromater. The five lowest natural frequencies of the beam, determined experimentally,
are approximately 0.5 hz, 4.8 hz, 14.0 hz, 27.8 hz, and 46.0 hz, respectively.

—~—beam

4]

1+ lateral vibration(v(x,t))

shaker motion(U(t) = bcosat)

b

shaker

ST ST

Figure 1. Schematic of experimental setup.

The objectives of the experiment were 1) to study the steady state, periodic motions of the nonlinear
resonant response associated with the principal parametric resonance of the fourth mode (2 ~ 2wy). 2) to
study the chaotic motions which were observed to occur in this same frequency range, and 3) to study the
connection between the two types of motion, particularly the transitions form periodic to chaotic motion and vice
versa.

Moon [1] has studied experimentally the chaotic motions of a harmonically driven, magnetically buckled
beam. We note three basic differences in our experimental conditions: 1) the beam is driven parametrically rather
than directly, 2) the vertical configuration is statically stable; thus, multiple static equilibria are not present, and
3) the nonlinearities are a result of the geometry cf large amplitude motion, rather than being due to an external
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agent. Presented in the following sections are analytical and experimental results for the steady, periodic forth
mode motion and experimental results which characterize the chaotic motion.

ANALYSIS AND EXPERIMENTAL RESULTS: PERIODIC MOTIONS

If the base excitation parameter 5% s relatively small and if 2 =~ 2wj, the system exhibits planar,
unimodal, periodic motions characteristic of a single degree of freedom, parametrically excited oscillator having
a softening nonlinearity. The analysis of these motions is based on the following equation of undamped, large
amplitude, planar motion, which was derived by Krishnamurthy [2], based on the previous analysis of Crespo da
Silva and Glynn [3]:

!

dsi{ = (UOQS cos QT — go)[(1 — )" — ).
(1)

1
Here dots are derivatives with respect to the dimensionless time T = (E[/pL4) H,v=1V/L,andug = b/ L.

NN 1 ! g 51 12
i)+v"”+[v(vv)]+§ v/ / v °dSy
1 0

In equation (1) the first of the nonlinear terms is a static, hardening nonlinarity arising from the potential
energy stored in bending, while the second nonlinear term is soitening and is a result of the kinetic energy of axial
motion. As noted by Haight and King [4], the latter, inertial nonlinearity is the dominant nonlinear effect.

If one assumes the motion to be dominated by a single mode, v(s,T) = ¢(S) Z(r)where #(S) is the
linear mode four free vibration mode shape, equation (1) may be converted to following modal equation for the
fourth mode:

i+ y[1 + 2gcos 2Q7] + aly(yQ)"—{- a2y3 =0. (2)

Here = 1/2wy, dots are derivatives with respect to a new time T = 83T, 6 = 10.99554. . . is the fourth

mode eigenvalue, ¥y = 82,9 = .9512u062Q2, a1 = 14.05 and a3 = 1.09. The maximum value of the
dimensionless displacement y is of the order of 0.10.

The measured mode four frequency response for the case ¢ = (0.014 is shown in Figure 2. In the range
55.12hz < Q < 55.88hz, the null solution (s, T) = 0 is unstable. Stable and unstable nonzero solutions
arise via pitchfork bifurcations at 23 = 55.88hz and 2 = 55.12hz, respectively. These solutions coalesce
in a saddle node bifurcation at 23 =2 54.12hz. Thus, one observes the jump phenomenon as §Q is decreased
through §23 and as €1 is increased through §2;.
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Figure 2. Frequency response, steady mode 4 motion.

In relating the experimental and analytical results, it is necessary to add some modal damping in equation
(2). A nonlinear damping model was employed, so that the modal equation actually analyzed was

¥+ 2¢y(1 +-yy2)—+[1-+ 2qcos?f)r]+—a1y(y2)"+-agy3 =0 (3)

The linear damping factor { = 0.002 was measured form free vibration tests at small amplitude, while # = 3500
was determined so as to match the observed jump frequency §23. (free vibration tests at large amplitude revealed
an effective damping factor £ = 0.005 at an ampiitude of 0.75 cm, and this corresponds to p = 2000).

A harmonic balance (or first order multi-scale) analysis of equation (3), y(7) = a cos(§27 + @) yields the
following relation for the nonzero mode four steady state vibration amplitude a:

:i:{q2 -0 ¢ (1+ f‘;i)]?}%Jr(l—Q?)

a1Q2 - %013

()

The comparison of experimental results and those given by equation (4) is shown in Figure 2. While both linear
and nonlinear damping models provide good agreement for §2 > 54.4hz, some nonlinear damping is clearly
necessary if the bifurcation frequency {13 is to be determined analytically.

It should be noted that numerical integration of equation (3) yields results which are virtually indistinguish-
able from those obtained from equation (4). This is because the steady state solutions to (3) are dominated by
the fundamental harmonic (this is also true of the experimental results, as shown in Figure 3). This appears to
occur because, for the case 2 = 1, a3 = € = 0, the exact periodic solution to equation (3) is simple harmonic,
an unusual occurrence in nonlinear oscillators. We conclude that the steady state, periodic mode four motion is
well predicted by the theory. Note, however, that the particular nonlinear damping model used is not necessarily
physically motivated.
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Figure 3 Steady mode 4 response.
EXPERIMENTAL RESULTS: CHAOTIC MOTION

Chaotic motions were observed in certain regions of the parameter (b, 2) space near Q = 2w,. The
strain gage output and frequency spectrum for a typical chaotic motion are shown in Figures 4(a) and 4(b)} For
reference, the frequency spectrum for a typical free oscillation, generating by striking the beam, is shown in 4(c).
The chaotic response exhibits the characteristic irregularity in the time series and broadcning in the spectrum.
It is apparent that the lowest six or seven in-plane vibration modes are involved in the chaotic motion. Direct
observation of the chaotic motion also indicates the lowest torsional mode to be present, accompanied by an out
of plane displacement due to combined torsion and in-plane curvature.

b) FFT of strain
gage output,
chaotic motion.

c) FFT of strain
gage output,
free oscillation.

i 1 I

4
TIME (seconds)

a) strain gage output
vs. time.

Figure 4 Chaotic response.

Shown in Figure 5 are regions of the parameter plane (b, Q) in which chaotic motions were observed. A
stable chaotic motion was defined as one persisting for three minutes or longer (approximately 10,000 cycles
of excitation). As Figure 5 shows, the mimimum base excitation required to sustain chaotic motion occurs at
(2/2wy) == .985, with a fairly sharp increase in required excitation level on either side of this frequency. In
the “transition” regions the response was observed to cycle back and forth between chaotic and mode 4 motions,
with more time spent in chaos as the base excitation was .increased at fixed driving frequency. This may indicate
a transition to chaotic motion via the intermittency route, in which, as the excitation level q is increased beyond
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a critical value g, the fraction of time spent in chaos is proportional to (q - qc) . We were unable to

verify this conjecture quantitatively, however, as our exciter exhibited sufficient drift in excitation level over the

long measurement times required (1-3 hours) that reliable determination of the fraction of time spent in chaos
was not possible.
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Figure 5. Regions of parameter plane for which chaotic motion occurs.

Numerical solutions of the single mode model, equation (3), did not exhibit chaotic behavior for any parameter
values comparable to those of the experiments. Thus, an analysis of the loss of stability of the node 4 motion
as a parameter is varied will require a multi-mode expansion of equation (1) and possibly the inclusion of torsion
and out of plane motions as well. This is not surprising in view of the obvious participation of multiplemodes in
the chaotic response.

CONCLUDING REMARKS

The experimental and analytical results show the steady node 4 motions to be well described by a single
mode model in which the kinetic energy of axial motion provides the dominant nonlinear effect. The chaotic
rotions observed at higher excitation levels will require a multi-mode model for their prediction. Furthermore,
more precise measurements need to be made in order to characterize experimentally the transitions into/out of
chaotic motion.
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The Nonlinear Response of a Slender Beam Carrying a Lumped Mass
to a Principal Parametric Excitation
by
Lawrence D. Zavodney
Department of Engineering Mechanics
The Ohio State University
Columbus, OH 43210
and
Ali H. Nayfeh
Department of Engineering Science and Mechanics
Virginia Polytechnic Institute and State University
Blacksburg, VA 24061

Many structural elements can be modelled as a slender continuous
beam with concentrated masses located between the ends. When the
support of a cantilevered beam undergoes motion, the beam is subject to
vibration--either external or parametric, or both. Many researchers
have investigated parametric resonances in structures; the text of
Nayfeh and Mook [1] provides an extensive review of the literature.
Schmidt and Tondl [2] also consider parametric resonances in their
text. Haxton and Barr [3] studied a cantilever beam carrying a tip mass
mounted onto another oscillating large mass; the system was considered
an autoparametric vibration absorber. Sato, et al [4] analyzed the
parametric response of a horizontal beam carrying a concentrated mass in
a gravity field.

1. Derivation of the Nonlinear Differential Equation of Motion

The governing equation of motion of the beam shown in Figure 1 is
derived using the Euler-Bernoulli theory. We assume that the effects of
shearing deformation and rotatory inertia of the beam can be
neglected. If the beam is kept relatively short (< 30 beam widths), the
transverse vibration is purely in plane (if the lumped mass is
symmetrical with the centerline), and if the excitation frequency is far
below the first torsional mode, then we can safely neglect the torsional
modes of the beam in the analysis. These assumptions are consistent
with observations in the laboratory. Also, we do not observe any
combination or internal resonances.

Keeping up to third-order terms, we obtain t-=  =2rning equation:

1 2 3 1.2
El(Veges * 7 Vssss¥s * Vs¥ss¥sss * Vo) * (1 -3 Vg eee)

. L .
[o+me(s - d)]v - = () + vy [ [o+ms(e - d)]vde

s
) - 1 2 . 2
- 35 {Js(s - d)[vs(l L L S I A |}
L
2 . .
+ (1 - % Ve - ce)eV + v v Is cvdg = 0, (1)

where
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N=go S U ()genlde - g m [ a(e - [ (v,)ydnlae
- L -
+m(z-9) [ s(s-d)dg+ol(l-Pz-9) . (2)
S

2. Solution of the Linear Problem

The governing equation is nonlinear and does not admit a closed-
form solution. Therefore, an approximate solution will be sought that
satisfies both the equation and the boundary conditions. Since the
boundary conditions are spatial and independent of time, we represent
the solution of the nonlinear problem in the form

v(sst) = ru (s)G,(t) (3)
n

where r is a scaling factor, v,.(s) is the shape function of the nth
1inear mode, and G,(t) is the gime modulation of the nth mode and
assumed to be harmon1c. The undamped l1inear free vibration problem
(without the rotatory effects of m) is governed by

ElvIY + [o + ms(s - d)]v =0, (4)
Without loss of generality, we will solve explicitly for the first mode,
with the understanding that the eigenfunction of the nth mode and its
associated eigenvalue correspend to the nth characteristic.

The solution of (4) that satisfies the boundary conditicns is

¥(s) = C [(sin % s - sinh-% s) - a(cos t s - cosh + s)]

+ C U(s - d){(h, - ah )[sm T (s-4d)- sinh X (s - d) ]

+ (hy - ah,)[cos = (s - d) - cosh & (s - d) ]} (5)

—lx

where the characteristic k is the nth root of the characteristic
equation. The h; in (5) are constants associated with k. Details of
the derivation and solution are in reference [5].

3. Solution of the Nonlinear Differential Equation of Motion

Since we are analyzing the first mode, this continuous system can
be discretized by Galerkin's method. When this procedure is appliied to
(1) for the case of a single mode, we obtain




GTt + ZecGT + [1 - ¢f cos(et)]G + cal’ + ethG:

+ eszzGTt - ZschzGT =0, (6)

where ¢, a, K, Kz' v are constants, f is the amplitude of excitation,
and ¢ is a dimensionless parameter. Equation (6) contains cubic
nonlinearities and nonlinear damping, and hence it does not lend itself
to a closed-form solution. It can be analyzed by a perturbation or a
numerical technique.

A first-order uniform solution using the method of multiple scales
(6,7] is found to be

2
G(t) = a cos(ker + 8) + ea{;f7 + %3— (5%— -k, - x,)cos[3(%et + 8)]
¢
+ %% a’sin[3(4ec + 8)]} + ... . (7)

The frequency-response curve for a typical system is shown in
Figure 2. The dashed curves represent unstable solutions. Figure 3,
which corresponds to region Il of Figure 2, shows that parametric
vibrations exist only when the excitation amplitude exceeds a threshold
value. When the frequency of the excitation is increased to region III,
the frequency-response curve is multivalued, resulting in a subcritical
instability. This is shown in Figure 4.

4. Results and Discussion of the Composite Beam Experiments

A symetrical 0-90-90-0° 4-ply graphite-epoxy composite plate 0.022
inches thick was fabricated and cut into strips one-half inch wide. The
frequency-response curves of the composite beam for three levels of
excitation amplitude are shown in Figure 5. We observe that the general
behavior is as predicted by the theory. There is, however, a maximum
frequency at which point further increases in the frequency cause a jump
down to the lower branch. We also note the appearance of chaotic
behavior for the largest amplitude response; it was preceded by a
modulati~n in the amplitude. We observe a penetration of a stable
trivial solution into what is typically the unstable region of
parametric resonance. Inside this "unstable" region small disturbances
decayed and large disturbances grew, but as the region was penetrated,
the disturbances that decayed became smaller and smaller until the
trivial solution became unstable to all disturbances. We also see the
lower branch l1ifting off the frequency axis as the frequency is
decreased from above. This behavior was not predicted and appears to be
intensified due to the higher level and nonlinear nature of the damping
present in the composite beam.

The nature of the parametric resonance for 4 = 2.000 and for a
table acceleration level of 1.00 g is shown in Figure 6(a). When the
excitation frequency is increased to ¢ = 2.013 and the model is released
from rest, the lower branch attracts the response, as shown in Figure




6(b). After the system achieved steady state, it was disturbed, and we
note that the disturbance caused the system to jump up to the large
amplitude response. Here the system modulates and does not achieve a
constant steady-state amplitude.

5. Results and Discussion of the Metallic Beam Experiments

A flexible steel beam was fabricated, instrumented with a strain
gage and fitted with a small mass. The frequency response curve is
shown in Figure 7. We again note a penetration of a stable trivial
solution into the region predicted to be unstable by the theory, and we
note a modulation in the large steady-state amplitude just before it
jumps down. The amplitude response for ¢ = 2.000 is shown in Figure
8. These results also show remarkable agreement with the theory (see
Figure 3).
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THEORETICAL AND EXPERIMENTAL INVESTIGATION OF COMPLICATED RESPONSES OF
A TWO-DEGREE-OF-FREEDOM STRUCTURE
A. H. Nayfeh, 8. Balachandran, M. A. Colbert, and M. A. Nayfeh
Department of Engineering Science and Mechanics
Virginia Polytechnic Institute and State University
Blacksburg, VA 24061

An experimental study of the response of a two-degree-of-freedom
structure with quadratic nonlinearities and a two-to-one internal
resonance to a primary resonant excitation was conducted. The responses
were analyzed using hardware and software developed for performing time-
dependent modal decomposition. When the driving frequency is close to
the higher frequency periodic and aperiodic responses were observed as
predicted by theory. The experimentally observed frequency response of
the system shows good qualitative agreement with the theoretical
predictions.

We consider the response of internally coupled oscillators to
harmonic excitations. If u, and u, are the generalized coordinates of
the motion, then the governing equations are of the form

- 2 . 2 2 .2 . .
Uy + o+ 25U + 8§ +8,uu, ¥ 53U, + 8, + EU L,

+ 8gUyU, + U U, + 6 ,ULU

uu 3 172 107272

.2
+ 66u2 + 67 171

+ (h,,u, + h ,u,)cosat = F cosat , (1)

- 2 ) 2 2 .2 ..
U, + wU, + 2u,U, + a,U; +a,u U, +azu, +a,u +aguU,

+ cxauzu1 + agulu2 + a,, U,U

u,u 107272

.2
+ agu, * a,u,u,

+ (h,,u, + h,,u,)cosat = G cosat , (2)
where the highest order of terms retained is quadratic. In these
equations, w, and w, are the linear natural frequencies of the

system, @ is the excitation frequency, u, and u, are the modal dampings,
and F, G, @, wpe Sps ap and hmn are constants.

Considering the case w, = 2w, + o, and @ = w, + o,, Where
o, and o, are small detuning parameters, one finds tha%, to the first
approximation, the response is [1]

u1 = aICOS(% ﬂt - % Yl = % Yz) + .. (3)

u, = a,cos(at - y,) + ... (4)

where the amplitudes a, and 8, are governed by the following equations:




|

a, = - u,a, - A a,3,siny, (5)
. 2, .
a8, = - u,a, + A,a,siny, + g siny, (6)
a,8, = A,a,3,C0Sy, (7)
. 2
a,8, = A,a,C0Sy, - g COSy, (8)
where
Yy, =o,t +8,-23 and vy, =o,t - 8, (9)
and
1A, =8, +Sww, - Squ, - Squw, , (10)
2 2
4"'2'\2 6 - au - AW, . (11)

Periodic solutions of equations (1) and (2) correspond to the fixed
points of equations (5)-(9). They are obtained by setting a, = a,
=y, =v, =0. There are two possibilities. First,

a, =0 and a,=—3—, g =G/, (12)

242
/02+u2

and, to the first approximation the response is
u =0 and wu, = a,cos(at - v,) + ... (13)

which is essentially the linear solution. Second,

. v 2 2
a, = (0,8,) %x, * (30 - 3)%)* (14)
-1 2 2
2, = a5 = 0,17 [y + (o, + o)) (15)
where
X, =3 0,00, +9,) -, (16)
X = g5k, F % (o + 0,) (17)

and to the first approximation the response is given by equations (3)
and (4), where a, and a, are defined in equations (14) and (15).

We note that not all fixed points are stable. They can lose
stability in one of two ways




1) An eigenvalue crosses the imaginary axis into the right-half plane
along the real axis

or

2) A pair of complex conjugate values crosses transversally into the
right-half plane.

The former is associated with the jump phenomenon while the latter is
associated with the Hopf bifurcation. Figure 1 shows frequency-response
curves for the case A, = 1.0, A, = 0.6, = 0.02, 0, = 0.12 and g
= 0.1. The solid branches correspond to s{ab1e periodic motions, the
dashed portions correspond to unstable fixed points with at least one
efigenvalue being positive, and the dotted portion (-0.047 <

0.0127) corresponds to unstable fixed points with the real paré of a
complex conjugate pair of eigenvalues being positive. In the latter
case, the amplitudes and phases are not constant but vary with time.

The corresponding response is an amplitude- and phase-modulated or
chaotic motion.

An experiment with a structure composed of two 1ight beams and two
concentrated masses, as in Figure 2, was conducted to observe the
amplitude- and phase-modulated motions and to analyze them. The same
model had been used by Nayfeh and Zavodney [2] to observe amplitude- and
phase-modulated motions when the driving frequency is close to the lower
natural frequency. The linear resonant frequencies of the structure
were determined using a random excitation. The 1inear resonant natural
frequencies were found to be f, = 8.130 Hz and f, = 16.44 Hz. Figure 2
shows also the associated mode shapes. Strain gages were used to
measure the displacements of the beam ends. The frequency of excitation
ranged from 15.5 Hz to 17.5 Hz and the signals from the strain gage were
analyzed using an FFT analyzer, from which the amplitudes at and aj were
found; they are proportional to the modal amplitudes a, and a,,
respect1ve1y The frequency response obtained from sweep1ng up and down
the frequency range at a constant level of excitation is shown in Figure
3. The points where Hopf bifurcation was seen is also shown in the
figure. It should be noted that this occurs only when ¢ > 0 and o, <
0. Comparing Figures 3 and 1 , one can see the qualitat%ve agreement
between theory and experiment.

To perform the time-dependent modal decomposition, we used the
signal from the strain gage on the vertical beam. This signal was low-
pass filtered (f 40 Hz) and amplified and sent to an IBM PC which
acquired data thFough an 8-bit analog-to-digital converter. A quartz
clock was used to set the desired sampiing rate. Using an FFT
algorithm, we transformed the data from the time domain into the
frequency domain, enabling us to do the subsequent digital filtering.
The digital filtering separated the two modes. The separated frequency
components were transformed back into the time domain using an inverse

FFT (IFFT) algorithm. Using quadrature demodulation on the separated
signals, we extracted the a*(t) and 8. (t) The process was performed as
follows.

To determine the amplitude a(t) and phase g(t) of the signal
a(t)cos[wt + 8(t)], we muitiply it by sinwt and coswt and express the
resulting expressions as




a(t)cos[wt + 8(t)]coswt a(t)[cos(2ut + 8(t)) + cos(s(t))] (18)

1]
N +—

a(t)[sin(2ut + 8(t)) - sin(a(t))]  (19)

[[]
Njr—

a(t)cos[wt + B(t)]sinut
Using a low-pass filter to eliminate the 2w component, we obtain

p(t) = % a(t)cosa(t) and q(t) = - & a(t)sina(t), (20)
Then, we calculate a(t) and 8(t) according to

= 2/p2 + q2, 8 = tan'1 - % (21)

Using the aforementioned procedure, we analyzed the strain gage
signal. In the region of stable periodic motions, we found a point
attractor, which showed up as a point in the a} - a} phase plane. In
the region of amplitude- and phase-modulated motions, a limit cycle was
seen in the projection of the attractor onto the af - a% phase plane.
Figure 4 shows the strain gage signal, the separated moéa] components,
the amplitudes a¥(t) and a*(t), and the 1imit cycle in the a¥ - a%
plane.
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Figure 1. Theoretically predicted frequency-response curves for the
case Al b 1.0' A! = 0.5. Ul = g b o.u' al s 0012| g - 0-10
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Figure 2. Two-degree-of-freedom model tuned for a 2:1 intermal
resonance and accompanying linear mode shapes. BSemm 1
1.676 mm x 12.827 =m x 154.51 mm, o, = 0.162 g/mm, m,
33.1g; Beem 2: 0.559mm x 12.302 = x 152.40 mm, o, =
0.0498g/mm, m, = 40.09; d = 90.525 mm.
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Figure 3. Experimentally obtained frequency-response curves when the
excitation frequency o is close to the higher natural
frequency f, = 16.44 Hz.
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1. Introduction

When a rotating shaft is supported by ball bearings, there appear non-
linear spring characteristics in restoring forces due to clearance in bearngs.
Consequently, many kinds of nonlinear forced oscillations may occur. But,
based on the results of the experiments we have conducted,some of these often
appear with large amplitude and others are not observed? ™. Lateral vibrations
of a shaft become a whirling motion due to a gyroscopic moment, and nonlinear
oscillations have unique characteristics which are not observed in rectilinear
systems. This paper will show that the adoption of polar coordinates helps to
clarify such properties and predict the occurrence of oscillations.

2. Equations of Motion and Nonlinc r Spring Characteristics
2.1 Equations of motion We consider a four-degree-of-freedom (FDOF) system
where a rotor is mounted on an elastic shaft. A rectangular coordinate system
O-zyz {z-axis coincides with a bearing center line) is considered, and the
deflection and inclination of the rotor are expressed by r(x,y) and 6(8z,8y4).
Let the rotor mass be m, the polar and diametral moments of inertia be I and
I, the static and dynamic unbalance of the rotor be e and T, the angle between
these unbalances be 8, the spring constants be &, Y, §, the angular velocity
of the shaft be w, and the damping coefficients be cq(i,j=l,2). By adopting
the quantity eo=mg/0 as a representative value, we define the following
dimensionless quantities

z'=x/eq, v' =u/e, _e/womvm 8y =98y /(eavm/D), t'=tva/m,
ip =1 /T, w’=wwmz/'a, Yy =vyvm/I /a §'=mé/(al), 2=c, VYma, (1)

' =en /YaIl, cif =cavm/a/I, e'=e’eqy, T'=1/(egvm, 1)
The equations of motion are expressed as follows:
X+e,& +c,19: +T +Y6x +Jx = ewzcoswt
P) +cug +c,,6, +y+Y0y +Jy = ew Zsinwt
8: +1p (.Ueg Yo+ ne,‘ +vx + 88« + Jox 2p -1) Tw?cos (wE+3,)
e, ~pwbe +Ci2 G +eply +YL + 88y + Ty ip=1)Twlsin (wt+3,)
where the primes are omitted, and nonlinear terms are expressed by N,‘NLA%%JQ
In order to expiain the physical meanings and how to analyze phenomena,
we use the following two-degree-of-freedom (TDOF) system.
6: +7,pw9, +ﬂ6x +0x +Vgx = (1- 'Lp)T(.UZCOSUJt } (3)
63 - Tp Wy + 6,, +8y +lpy= (1-%p)Tw?sinue
For the dimensionless quantities in Eq. (3), some modifications are necessary
in their definition.
2.2 Nonlinear terms The nonlinear terms are derived from the potential

(2)

energy V. In the TDOF system, the energy 7 is expressed as follows when up
to the third order terms are considered in restorlng forces.
V = (ex +Q2)/2+(€3092+‘-219x9; +>12v195 +Eog )
+ (Bu 30 + 3y 528y + im 8235 4 2 3283 + 30w 3 (4)
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The restoring forces are obtained from this by O9x+N=03V/36, and 6y +iy=3V/36,
As the shaft moves in a whirling mode, it is considered that the polar
coordinates is more suitable to explain the phenomena. By the transformation
Bx=8 cos¢d, By= 6 sin g» Eq(4) J.s expressed by the polar coordlnates as follows:
Va (1/2)6°% +(€c cos +€, 51n¢+€c cosB¢+€G, s1n3¢)6
+(B‘ + B%) cos2¢ + 8‘2,’ sin2¢ + 8“2 cos4¢ + B‘ sind4¢) 8
= (1/2)92+{eu’ cos (¢-0;) +¥ cos3(¢“¢3)}6

+{8%+ 82 cos2(¢-¢2) + B cosd (9-.) 6" (5)
The follow:.ng relations holds between these coefficients
= (3€3 +€12 ) /4, = (Ex +3€03 ) /4, €= (ep-€12)/4, €¥=
(521-603)/4, 80- (38uo+82+380u)/8: B‘%-— (Buog— Bou ) /2, (6)

g2= (By+ By )/4' 8Y= (Bup= B+ B ) /8,  R’= (By=~Ry13)/8.
The coefficients &) s+ spand ¢1,.., are obtalned by the relation eV = /eW%¢ ‘I’
¢ = tan 1( QD /ED) 4.+ The coefficients €%’ and e“’ (i=1,3) belong to the un-
symmetr:.cal nonlinear spring characteristics and ‘é’ and 8 (i=0,2,4) belong
to symmetrical ones.

Figure l(a) shows a distribution of potential energy V. The shape of V for

a nonlinear system dev:Lates 1rregularly from that for a linear system whose
potential energy is Vo = (9; «1—621 )/2. But this nonlinear spring character-
istic can be classified into regular components if we represent it by polar
coordinates. Figures 1l(b)-(f) shows cross sections of surface V with a
plane parallel to the 8x8y-plane, in the cases that one of €, ¥, g &)
and 8 exists, respectively. It is seen that € , B‘"’ , etc. are coefflcmts
of terms which vary their magnitude 7 times while the angle ¢ changes its
value from O to 27w, We designate these nonlinear components by the
notation ¥(n) in this paper.

In the case of FDOF system, the potential energy is expressed by

i | 4
Vo’;&(&’*@r') v

oy
Vg v
14 \
‘L /<\ ,‘P \/
’ \§ P2 7 A\ N\ e
/ ’ -
Z N\ 1o, kP TL‘,'
\ /10 y ”0\
W / - L
,*\ ’, -
b= &
(d) V=Vg+g(09%  (8f0)>0) (e) VaVg+8'2)cos2(¢-0,18"%  (£) V=Vo+B“cosd (¢-44)8"

Fig.l Nonlinear components and the potential energy distribution
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V=~L(x2 +y%) +y(x6x +y0y) +3(ez2 +82 ) +Z + Eepea TY0LOY +Z-|B-bu £y65 65 -
(loog = thecedeis
Restoring forces are derived by dlfferentlatlhé‘éhls energ&sbﬁ‘xi y, 8¢, and

84, respectively. By the transformation x =rcos¢,, y =rsind,, 6x = 6 cosdy,
and 0 =0sin¢e, this potential energy is transformed into the polar coordi-
nate system (r, ¢y, B, do). We show the obtained equation partially as follows.
V={r%*/2 +Yr9cos(? r=ts) + 862 /2}

+{(Eam Cos¢r+€ws sind,)ri+ ...}

+(BR r* + (8% cos(dr - da) +8%s sin(or ~de) }r0 +...] (8)
In this equation, the angles which are not contained in Eq(5) appear. For
example, the angle (¢,.-¢s) is constant during the whirling motion, and
therefore the terms containing (¢, -¢s) is a component expressed by N(0).
Similar to Eq.(6), the relations €;,= (3€3p+€1s0) /4, ... holds among these
coefficients.

2.3 Frequency equation and resonance points Let the natural frequency
be p. The frequency equatlon of FDOF s stem is obtained from Eg.(2) as follows.
(1-p%) (8 +ipup - %)y -y?=0 (9)

This equation has four roots pi1"“wu. These frequencies are shown in Fig.2 as
a function of w. In a FDOF system with square and cubic nonlinearity,
subharmonic (Sub-H) oscillations and summed-and-differential harmonic
(S-and-D-H) oscillations listed in Table 1 have the possibility to occur
theoretically. We designate the former by the symbol [w=mp;] and the latter
by the symbol [w=mp, +np;]. These symbols express relations which hold

at the resonance points. These resonance points are given by the cross points
in Fig.2.

The frequency equation of TDOF 5000
system of Eq(3) is given by 5
1+2wp=-p2=0 (o) =
which has two roots p(>0) and pk0). w000
32
(=4
3. Resonance Curves of the =
Subharmonic Oscillation [+(1/2)w] 5 3000F
As a representative example, we §
select the Sub-H oscillation of order £ 2000

1/2 with a mode of forward precession.

First, we discuss a TDOF system in

order to present an outline of analysis. 1000
In the neighborhood of the rotating

speed w=wo where the relation w =2y

holds, the Sub-H oscillation with 0
frequency (1/2)w appears in addition to
the harmonic component with frequency w.
When these two components exist, higher
order components with magnitude of O(g)
appear due to the nonlinearity. [The -2000
symbol O(g) means that the quantity has

the same magnitude as the small param-

eter €.] These higher order components -3000
represent small deviation of the orbit.
Therefore, we suppose an approximate

solution as follows:

0 1000 2000 3000 4000 5000
Angular velocity « rpm

Fig.2 p-w diagram




Bx = R cosBs + P cos (wWt+B) +€( a cosB¢ + b sinby)
8y = R sinfs + P sin (wt+8) + € ( a’sinfs + b cosby) } (1)
where 6;=(1/2-wt+§ . By inserting this solution into Eq(3), and using
a method of harmonic balance, we get the following equations.
(L-fp) wR = -c(1/2)wR - 2(') sin2&- €3’ cos28y5)RP L
(1 -%) WR&=G1R - 2(% cos264+ €3 sin28) RP + 48P (R%+2P*) R (12)
Where, Gl==l+i,w(w/2)-(w/2)2. The harmonic solution are given in the
accuracy of O(g) as P= (1-ip)Tw?/{1~-(1-ip)w?}, B=m. From Eq.(12), we get
the following equations which give the stationary solutions Ry, §p.
Ry=0 (a)
{G1 + 48RS + 2P%) }2 + 02 (w/2) % = 4eM2p? (b) } (13)
We can investigate the stability of these solutions by the same method
used in the literature®. Resonance curves are shown in Fig.3, where full
lines and dotted lines represent stable and unstable solutions, respectively.
From Eq. (13), we see that only the components N(0) and N(l) have influence
on this oscillation. Figure 3(a) shows that N(0) (that is, the coefficient
Bm5 determines the inclination of the resonance curve, and Fig.3(b) shows
that N(1l) (that is, the coefficients é? and e%)) determine the intensity of
the oscillation.
In FDOF system, the same kind of subharmonic oscillation appears at
the point C in Fig.2, where the relation w= 2pjor p=(1/2)w holds. The
way of the theoretical analysis is almost the same as that mentioned above,
althogh its calculation is more complex and abundant. The equation
corresponding to Eq. (13b) is given by the following equation.
({(w/2)2 =p2® } - (A(N(0))RA+B(N(O),F) } +C2%w? = D(N(1),F) (14)
In this equation, A(N(O)) means a constant containing the coefficients 3%%,
8%, ..., B(N(0),F) is a constant containing 8% 8%, ... and the amplitude
Fi; of harmonic solutions, C is a constant relating to damping, and D(N(1l),F)
is a constant containing é%c, ... and F¢. By comparing Eq.(13) and Eq.(14),
it is concluded that the vibration characteristics, such as, the shape of
the resonance curve, relating nonlinear components, and so on, in the FDOF
system are qualitatively the same as those in the TDOF system.

5. Summary of Nonlinear Forced Oscillations in the FDOF system

The analytical and experimental results are summarized in Table 1. The
component N(0) has influence on every kinds of oscillation and it determines

ﬁ\ci’*c?to. 046
L i L

3.2 3.3 3.4 3.5

(a) Effects of N(0). (b) Effects of N(1).
Fig.3 The cffects of the nonlinear components N(0)and
N(1) on the subharmonic oscillation [w= 2ps]

f#
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Table 1. Summary of theoretical and experi esults
Precessional motion Kinds of Oscllation :::L;:::: A.....Ef°°;f;72f‘ BT
. Www3p . (B<1/3)
Sub-H Forvard(f) + we3Dy N(0.N(2) x X o
2 . $ ww-3p,
3 Oscil Baclward(8) tww-3p. NN x X
3z F wS2P1+P2AH<1/2) no resonance
? 5 P F+ o= P2 Palin<l) N@).N(2) points
8= . ;z F+8 WP ~P3(<1/2),4w=2D2~P>
HEE 28 w=2p =P Cis<l/D.tow2ps=pe | VO *x 1 °1°
=_|&ls W= p =2 Pa(tb<D.3wi pz-2 Py
P F +8 (F+28) @5 D=2 D o(ir<1).$w' Pa-2 P NN | x
S| t ww-2p3-p
'8 + 3 4
; ;. z g+8 t wh-py2 P, N(0).N@) X X
« aAln F e w"P:*Pz'Pa(l_o<l)
‘g Fe 8 W P:*Pz'Pa(l_v<l) N
= FeB+ wWw P;-p3-PlH<l)
8 $ % Da-Pa-Pa N(0).N(2) X b 0o
- -
5 [sew| ¥ s map <D NN | o | o | o
T2 . $ Ww-2p,
i z Oscil. 8 $ wi-2p., N(0).N(3) i b ¢
i Bl ing F+F weP+P2(ip<1) : N(0).N() —
=7 we P -p3(H<3wwPs-pa B
25 Osgi?. FeB W™ D1-D 4(ip<1).tw Py=P s NOWND | O 0 0o
B +8 $ w= -Pa-py, N(0).N(3) A X x

the inclination of resonance curves. In addition, one of the components
N(0) VN(5) has influence on each oscillation and it determines the intensity
of the occurrence. The experimental results reported previouslygy@oare
obtained in the apparatus consisting of an elastic shaft and a disc (Zp=2).
In these apparatus, the oscillations with * have their resonance points.
Apparatus A are systems with strong unsymmetrical nonlinearity, and they

are used on the literatures‘V=¢?, Apparatus B~I and B-II are systems treated
in the literature™. The former apparata B-I is a system with strong
symmetrical nonlinearity with no directional difference, and the latter
apparata B-II 1is a system with strong symmetrical nonlinearity with
directional difference. The symbol O means that the oscillation appeared
often with large arplitude in experiments. The symbol A means that the
oscillation appeared sometimes with small amplitude. The X means that the
oscillation did not appear through many experimemts. By comparing the
theoretical and experimental results, it is known that (a) the oscillations to
which simple-shaped nonlinear components,such as N(0) and N(1l), have influ-
ence in their intensity often appear and (b) those to which complex-shaped
nonlinear components, such as N(3) and N(4), have influence are difficult to
appear. Therefore, it is concluded that, if we check the influencing non-
linear components, we can predict the occurrence of the oscillation.

6. A Simple Rule Predicting the Relating Nonlinear Components

From the above-mensioned results, the importance of nonlinear component
is established. Concerning these nonlinear components which has influence
on the intensity of occurrence, simple rule can be stated: namely, for the
oscillation which appear when the relation aw=bp; +c;3,holds. the nonlinear
component N(k) (k=la-t-2{) have influence on the intensity. ‘

[Viteratures] (1)Yamamoto, T.,Trans.Japan Soc.Mech.Engrs,Vel.21,No.111(1955),p.853. (2)Yamamoto,T.,Trans.
Japan Soc.Mech.Engrs,Vol.22,N0.115(1956),p.172. (3)Yamamoto, 7.,Bull.JSME,Vol.3,No.12(1960),p.397. (4}
Yamamoto, T. et al.,Bull.JSME,Vol.18,No.123(1975)p.965. (S) Yamamoto,T.et al..Bull.JSME,Vol.22,No.164,p.164
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Introduction

In work published recently in Vertica, Nagaraj and Sahu [1] analyze the static
and dynamic behavior of an end-loaded cantilever beam. They develop solutions for
the static behavior based on perturbation methods and present these results along
with numerical results for the free-vibration frequencies. Contrary to known laws of
physics, they allege that their various analyses exhibit non-negligible differences in tip
deflection, tip rotation and free-vibration frequencies, in spite of the fact that these
analyses are based on only one analytical model with differences arising only from
the treatment of the finite rotation of the beam cross section frame. They conclude
that, in modeling the finite deflections of an Euler-Bernoulli beam, the sequence of
rotational transformations that is used to construct the matrix of direction cosines
(of the deformed-beam cross-sectional frame) “affects the nonlinear corrections to the
bending deflection.” The authors also state that “the closed-form solutions derived in
the present paper show that systematic differences exist in these quantities in solutions
based on modified Euler angles ...” (See “Conclusions” on pages 661 - 662).

We show in this paper that these and other conclusions of [1] are patently false
and result from numerous errors in the analysis. Most of the errors in (1] are not new;
previous works with mistakes of a similar nature are discussed in [2]. The present paper
is intended to be a critical analysis and discusion of the work presented in [1]. It seems
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apparent that only a brief look at the title is sufficient to know that [1] is seriously in
error since the mathematical description of a system cannot affect its physical attributes.
In the paper we discuss the nature of the errors of [1] in terms of the fundamentals of
mechanics, nonlinear analysis, interpretation of experimental results, and rigid-blade
modeling.

Uniqueness of Solution

For a given analytical model of any system, we expect to obtain the same answers
for its behavior, regardless of the variables we use to describe the system. In the paper
we discuss the concept of impenetrability and what it implies concerning the use of
orientation angles in dynamics analysis.

One of the most fundamental of all the laws of physics is the law of impenetrability.
This law states that, at any instant in time, a particle of matter can occupy only one
position in space. On the basis of this law, it is not difficult to show that a rigid body can
assume only one orientation at any particular instant in time. In continuum mechanics
textbooks, this law is often stated in terms of the continuity of deformation resulting in
a one-to-one mapping between deformed and undeformed structural configurations. As
a consequence, when attempting to model a system which consists of particles and/or
rigid bodies, the analyst develops appropriate mathematical expressions which convey
the position of each particle and orientation of each rigid body at a particular time,
generally grouped under the heading of kinematics. If these expressions are valid for
all time within some range of interest, then the application of laws of motion will allow
for analytical or numerical simulation of the motion of the system in question over the
time interval of interest.

In the paper by Nagaraj and Sahu, this fundamental concept is severely violated.
Nagaraj and Sahu, as have some other investigators such as some of those discussed
in [2], developed more than one expression for the orthonormal transformation matrix
between two reference frames. By unwisely using the same symbol for the third angle
of two distinct sets of orientatic 1 angles, they were apparently then unable to see that
these quantities are different angles. Since the expressions for the direction cosines are
very different for different treatments of finite rotation, the development in [1] leads to
a fundamental fallacy: that a frame (which is kinematically equivalent to a rigid body)
can have more than one orientation at one time.

The consequences of this error appear in the numerical results of [1]. Recalling the
one-to-one mapping between deformed and undeformed structures, a particular physical
model of a beam can exhibit only one deformation for a given load. On the other hand,
Nagaraj’s and Sahu’s results show a displacement of the elastic line and an orientation
of the cross section at the tip of the beam that depend upon their choice of rotational
variable — which is patently nonsensical!

It is well known to dynamicists that it is the values of the rotational variables
(their being, in a sense, intermediate quantities) that depend on the choice of rotational
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variables. That is, at some instant in time the direction cosines of some particular frame
are unique, but the values of the variables used to evaluate the direction cosines will
depend upon what those variables are, whether orientation angles of any of the 24 or
more types [3], of Rodrigues parameters, or of any other measures [4]. However, the final
answer for a component of displacement, a component of angular velocity or velocity, a
strain component, a direction cosine, or other measurable quantities, cannot depend on
the choice of rotational variables. We will see firm evidence of this when we correct the
nonlinear analysis of [1] and properly compare their results with experiment.

When orientation angles (referred to by the authors of [1] as “modified Euler an-
gles”) are used, the third orientation angle is not the beam’s total rotation at some
particular value of the axial coordinate. It is simply an orientation angle of the rotation
sequence and, thus, its value may, of course, depend on the particular sequence used. In
the paper we show that if one were to assume that all the various torsional kinematical
variables used in [1] were equal, then the distance from a particle to a plane is not
unique at an arbitrary time. Thus, these quantities are not equal and, thus, cannot be
all the same quantity!

Errors in the Nonlinear Analysis of [1]

To analyze nonlinear systems, special attention should be given to the formulation
of the differential equations of motion for the system. Also, if an approximate solution
to the governing differential equations is generated by a perturbation analysis, care
should be taken so that the original nonlinear equations are expanded in terms of a
small parameter, ¢, to the same order that is desired of the solution. Here we let, the
deflections and torsional kinematical variable each be O(¢), where ¢ is a bookkeeping
parameter to identify the order to which each of these variables is retained in the
equations of motion. If the nonlinearities in a set of equations are expanded to O(e™),
then the solution to the expanded equations is, of course, only valid to O(e®). If a
solution valid to O(e™*") is desired, with m > 0, then all terms of O(¢™*") must be
retained in the expanded equations. With this in mind, we address some other erroneous
conclusions and results presented in [1].

There are two basic sources of error in the analysis of the end-loaded cantilever
presented in [1]. The first and more important is in the approach in which the authors
fail to fully develop Egs. (16) to O(e?) in order to obtain a set of consistent O(e?)
approximations for the deflections v and w. The main reason that Nagaraj and Sahu
failed in their attempt to correct their Eqgs. (16) to be valid to O(€3) is that they failed
to include O(€®) terms in their expressions for bending curvature (their Eqs. 11b and
12b for ky and k). It turns out that this, alone, is responsible for the authors’ erroneous
conclusion that the deflections v and w depend on the rotation sequence. The other
basic source of error happens to be in Egs. (8). We will prove that Eqs. (8) are in error
by examining a special planar case of those equations. It should be noted that much of
the erroneous analysis in (1] is developed properly in [5,6].




In the paper, it is shown that the entire analysis in [1], including static deformation,
dynamics, and lateral buckling, is in error. By far the most serious of the errors are
the failure to distinguish the rotational kinematical variables and the failure to properly
develop Egs. (16) to O(€®). Therefore, the conclusions of [1] regarding the influence of
transformation sequence, many of which were derived from the faulty analysis therein,
are blatantly in error and physically groundless.

Other Errors in [1]

There are two types of experiments described in {7,8] with which numerical results in
[1] are compared. One deals exclusively with static behavior of an end-loaded cantilever
beam for large deflections, and the other deals with the dynamic behavior. In the former,
the tip displacements and one angle for determining the tip rotation are reported. In the
latter, the fundamental flatwise and edgewise bending frequencies are reported. Nagaraj
and Sahu compare with both and erroneously report a dependence of tip rotation,
tip displacement, lateral buckling load, and fundamental frequency on transformation
sequence. With the tip displacement, buckling load, and fundamental frequency, the
errors noted above are responsible for this false conclusion. Indeed, it is easily shown
that the correct form of the governing equations that were solved in 1] does not depend
on the transformation sequence. For the tip rotation, Nagaraj and Sahu do not properly
identify the quantity that was measured in the experiment. We properly identify it and
show that it is, indeed, independent of transformation sequence.

We also show in the paper that partial differential equations of motion with nonlin-
ear terms retained only through second degree are not sufficiently accurate to determine
the large deflection behavior of end-loaded cantilever beams, a conclusion that can also
be inferred from the work of [9 - 13]. The reason now is clear: recall that in the static
problem, the torsional variable is O(¢?) and always appears in the flexural equations
multiplied by terms that are O(e). Thus, the static equations which stem from dynam-
ical equations with only second degree nonlinear terms, used in finding the nonlinear
equilibrium solution about which to linearize, are not consistent since they contain some
O(€®) terms, but not all. Thus, we should not be surprised that a formulation based on
consistent partial differential equations of motion, with only second degree nonlineari-
ties in v, w, and the torsional variable, would perform in a mediocre manner for this
problem.

We also comment on the section of [1] which discusses the flap-lag stability of rigid,
articulated blades. The paper presents stability boundaries for the so-called “sequence-
free” transformation and shows that they are between the boundaries for blades with
flap-lag and lag-flap hinge sequences. This observation is followed by the extraordi-
narily false conclusion, “Since the flap and lag hinges are assumed coincident, there is
no preferred sequence which can be specified for this problem and the sequence-free
formulation appears to be a natural choice.”
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ABSTRACT

The nonlinear dynamics of beams capable of undergoing flexure along
two principal directions (and, thus, flexure in any direction in space),
torsion and extension, is discussed. The analysis presented here is based
on a set of consistent nonlinear differential equations of motion that
are valid for extensional and for inextensional beams. The beam's
material is assumed to be Hookean, and the beam's properties may vary
along its span. The nonlinearities in the differential equations of
motion include contributions from the beam's curvature and torsion expres-
sions, from inertia terms, and from midsurface extension if the beam is
extensional. A number of studies are being conducted at R.P.I. dealing
with the nonlinear flexural-flexural and flexural-flexural-torsional
dynamics of inextensional beams and beam-like structures. In this paper
the influence of several types of nonlinearities in the dynamics of inex-
tensional and of extensional beams is discussed.

FORMULATION AND ANALYSIS

The nonlinear differential equations governing the flexural-flexural-
torsional motions of Euler-Bernoulli inextensional beams were formulated
by Crespo da Silva and Glynn {1]. The equations developed in [1l] are
valid for arbitrary property variations along the beam's span. They are
also valid for the general case where the bending and torsional motions
are of the same order. A number of cases were investigated by the same
authors involving the nonlinear non-planar free and forced response of
inextensional beams and for the case where the torsional natural frequen-
cies were much higher than the bending natural frequencies [e.g. 2-8].
Non-planar motions of extensional beams were considered by Ho, Scott and
Eisley [9,10] by making use of a set of differential equations where
torsional effects and nonlinear contributions to the curvature were
neglected a priori.

From a fundamentally rigorous point of view, the inextensional
assumption and the differential equations of motion for beams with fixed-
sliding or with fixed-fixed boundaries should be a by-product of a unified
approach that treats both extensional and inextensional systems. One then
could assess the validity of neglecting nonlinear terms, such as higher-




order contributions to bending curvature and the torsion terms, when
analyzing the nonlinear response of such systems.

The details of the formmlation of the nonlinear differential
equations of motion, and their boundary comnditions, for initially straight
Euler-Bernoulli beams able to undergo flexure along two principal direc-
tions, torsion and extension, are presented in [11]. The nonlinearities
present in the equations include contributions from the curvature and
torsion expressions, and from inertia terms. The equations developed in
[11] are also valid for the general case beam's stiffness and distributed
mass may vary along its span, and when the flexural and torsional motions
are of the same order. A particular form of these equations, valid for
the simpler case when the beam's properties are constant along its span
and when the distributed mass moments of inertia are neglected (and thus,
when the torsional natural frequencies are much higher than the berding
natural frequencies) are given below. Here, x denotes distance, normal-
ized by the undeformed beam's length L, measured along the line joining

the beam's supports at x=0 and at x=1, and t is normalized time as
defined in [1].
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In equations (la,b), v(x,t) and w(x,t) are the components, along
orthogonal inertial directions, of the beam's elastic deformatioms due to
bending; B = EAL2 /(ZEIn), By = EI;/(EIn), By =GJ/(EIn), where A and L are,
respecci«e-,, the beam's cross-sectional area" and length; EI, and EIg
are the beam's bending stiffnesses and GJ is its torsional stiffness.

The parameters K, and Ky are constants; =0 {f the end at x=1 is free
to move, and I(u-ﬂ° if it is fixed; KY-if the end at x=1 is free to
rotate, and Ky =« if it is restrained against rotation. The terms multi-
plied by B4 in equations (la,b) are due to midplane stretching of the
beam's mid-surface. For inextensional beams (K; =0) those terms are
absent from the equatioms, of course.

The quantity u4D /(EALZ) is the square of the radius of gyration
(normalized by the length L of the undeformed beam) of the beam's cross
section and, thus, is very small. For extensional beams, where K, #0,
the terms multiplied by Bp in equatioms (la,b) are the "dominant" nonline-
arities in those equations [12]. For such beams, the bending deflections
are O(uy) and, thus, very small. When K, =0 the beams behaves as inexten-
sional [12]. In this case, all nonlinearities for an initially straight
beam are cubjc. For K,=0, and for Ky =0, equations (1a,b) reduce to
equations (5a,b) in [2]

NONLINEAR RESPONSE: A BRIEF OVERVIEW

The nonlinear coupling terms in equations (la,b) car cause a resonant
energy exchange between the v and w bending components o1 the response,
and between different "modes" associated with the planar or with the non-
planar response of the beams. Figure 1 shows the single harmonic response
of a homogeneous clamped-free beam (Ky =Ky =0) with By = (1. 01) , driven by
a periodic force Qy(s,t) =K(s) cos@t with 2=1.01x Z'l 875)2, ¢=0.05 and

q= fol K(s)F(s)ds, where F(s) is the beam's first modal eigenfunction

associated with the linearized counterpart to equations (la,b)(s is arc
length along the deformed inextensional beam). For these parameter
values, the planar response is unstable.

JIGHAN
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Figure 1. Nonlinear response of a beam subjected to a planar excitation.




The response shown in Figure 1 is non-planar and stable, and the
beam's tip describes, to a first approximation, an ellipse in space. The
spatial nrientation of the ellipse depends on By, ¢,  and q.

Figure 2 shows the influence of EALZ/Dn in a typical amplitude-
frequency response characteristics of an extemsional beam undergoing
planar motion. The response shown is for a clamped-clamped beam subjected
to a harmonic excitation with frequency Q near the beam's first natural
frequency w, and with ¢=0.002 and q=0.0002.

0.002 -

* Q/w=-1

Figure 2. Typical amplitude-frequency response for an extensional beam

The same type of response shown in Figure 2 is exhibited by clamped-pinned
and by pinned-pinned beams. An upper bound for the maximum amplitude,
amax»> Oof the planar resonant response of extensional beams has been

determined in [12]. With a = [4;’F'2(x)dx]2, it was shown in [12] that

/5 1/2
2. < 4(»[3% Dn/(EALZ):] (2)

A number of studies are being conducted at R.P.I. concerning the
nonlinear non-planar response of inextensional beams and of beam-like
structures. These include modal interactins both in the flexural-flexural
and in the flexural-flexural-torsional dynamics of such beams. Beams with
constant and with variable properties along the span are being conducted.
A number of well-controlled experiments are also being performed at R.P.I.
in order to generate data that can be used to verify the results of the
analytical investigations being conducted.
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ABSTRACT

Nonlinear inertia and curvature terms, as well as nonlinear terms
that couple flexural and torsional motions, can have a dominant role in
the response of inextensional beams or beam-like structural members. 1In
this paper the effect of modal coupling in the nonlinear response of such
members to a periodic excitation is discussed.

INTRODUCTION

Few authors have addressed problems associated with either nonlinear
modal coupling in beams or nonlinear non-planar (with torsion) dynamic
behavior of beams, or beam-like structures, or both. Such problems can be
of primordial importance when, for example, one is dealing with large beam-
like space-structure members. In this paper, nonlinear modal coupling
phenomena in inextensional beams, due to geometric nonlinearities, are
addressed. Due to space limitations, only a brief overview is presented.

A detailed analysis of such motions is presented in [1].

An analysis of the flexural-flexural single-mode response of a
cantilever subjected to a base excitation was first presented in [2].
The analysis presented in [2] was based on a set of differential equations
of motion where nonlinear contributions from curvature and torsion were
neglected a priori. A stability analysis of the motion was also performed
in [2] based on a set of linearized differential equations with periodic
coefficients. The problem considered in (2] was also addressed in [3] by
making use of a consistent set of differential equations of motion that
take into account all the geometric nonlinearities in the system [4,5].
In this paper, modal interactions in the response of inextensional
structural beam-like elements are addressed. The differential equations
of motion developed in [4] are applied to a beam with one end clamped and
subjected to a periodic excitation that is either distributed or applied
at one or at different points along its span. As in [5], we let Lv(s,Tt)
and Lw(s,t) denote the bending deflections along two orthogonal inertial
directions y and z, and Y(s,T) denote the angle of twist of the beam.
Before deformation, the principal axes along the beam's cross section at
s=s are aligned with the x and y directions. Here s denotes arc-length
along the inextensional beam, normalized by the beam's length L, and v
denotes time. As shown in [1l], the differential aquations governing the
flexural-flexural-torsional dynamics of an inextensional beam clamped at




s =0 and with principal bending stiffnesses EIn(s) and EI(s), torsional
stiffness GJ(s), torsional distributed mass moment of inertia j (s) and
distributed mass m*(s), can be written as
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In equations (la-c), ( )'=3( )/3s, ( )" =3( )/3t, By=EI,/Dyg,
By =El;/Dno, By =GI/Dngs = j¢/(mgL?) and t=1vDpg/mgL%), where

Dn0=fl El,(s)ds, m0=fl m*(s)ds and m(s) =m*(s)/my; the parameter c is
0 0
a normalized viscous damping coefficient. Also, Qa(s)cos(ﬂat+ra), for

a=v and w, are the components of the externmal excitation along the
inertial y and z directions, respectively, and Q (s)cos(QYt+TY) is an
externally applied moment. Here we will consider the case where Qw'Qy
The small effects of shear [6] and of the distributed mass moments of
inertia on the bending deflections are neglected in these equationmns.

NONLINEAR MODAL INTERACTIONS

To analyze the response of the system, we first introduce an arbitrary
perturbation parameter €, which is used for "bookkeeping" purposes omnly,




steady state) associated with each resonant motion is then obtained from
the solvability conditions extracted from those differential equationms.
The amplitude~frequency response characteristics for the structure are
readily obtained from the solvability conditioms.

The bimodal amplitude-frequency response curve for a fixed-free

n
three time scales ty =ele(1=0,1,2), and let o = Fai(s)ati(t) for
i=1
a=v,w,y. Here the functions F“i are chosen to be the eigenfunctions
associated with the linearized counterpart of equations (la-c). The
temporal part of the solution of the linearized, 0(c), differential equa-
tions is obtained as
ag, = Aai(tl"‘z) co‘sEuaitO'PBai(tl,tz):l 5 a=mVv,w,Y (2)
When the solution to the linearized equations is substituted into the
0(el), 1> 1, differential equations, a number of resonances between the
homogeneous beam with torsional natural frequencies much higher than its

bending nactural frequencies is shown in Figure 1. The response shown is

bending-bending and bending torsion motions are identified. The steady-
state response (and the stability of the perturbed motion about that
1
for a planar motion with ¢=0.002 and q=/ Fvi(s)Qv(s)ds-'0.0S, for 1=3,
0

Av, S

- .012

- .008

L .004

]

.01
QV/“’V3_1

Figure 1. Amplitude (equilibrium) - frequency response curve for a
clamped-free beam [(1): single mode response (Av2) =0].




Figure 2 shows the amplitude response curves for a clamped-pinned/sliding
beam with the same value of ¢ and q (with 1i=2) given above. For the
cantilever beam, the bimodal response exhibits modal interactions between
the second and third linear modes; for the clamped-pinned/sliding beam the
modal interaction is between the first and second modes. Nonlinear modal
interactions in extensional beams were investigated by Nayfeh, Mook and
their co-investigators [7-9]. For extensional beams, the main nonlinearity
in the equations of motion is due to mid-surface stretching of the beam,
and this nonlinearity is always of the hardening type [10].

r .10
stable
...... unstable
sz
or
— .05 Avj

wy, -1

Figure 2. Amplitude (equilibrium) - frequency response for a clamped-
pinned/sliding beam [(1): single mode response (Avl=-0)].

A number of experiments are being conducted by the authors to generate
laboratory data that can be used to corroborate results of their various
analytical investigations. These experiments involve beams with constant
and variable cross sections, and long frames of the type to be employed in
space structures. The results of these experiments will be reported in

the near future.
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MODAL INTERACTIONS IN THE RESPONSE OF BEAMS TO A HARMONIC EXCITATION
J. F. Nayfeh, A. H. Nayfeh, and D. T. Mook
Department of Engineering Science and Mechanics
Virginia Polytechnic Institute and State University
Blacksburg, Virginia 24061

In this paper, we investigate some aspects of modal interactions in
the response of beams. Specifically, we present a nonlinear analysis of
the response of a hinged-clamped beam to a simple-harmonic excitation.
For such a beam, the second natural frequency is approximately three
times the first, leading to a state of internal (autoparametric)
resonance which produces a strong coupling of these modes. This
coupling is responsible for unusual responses that cannot be predicted
by single-mode nonlinear analyses or by multi-mode linear analyses.

For a comprehensive review of the nonlinear response of beams to
single- and multi-frequency excitations, we refer the reader to the
textbook by Nayfeh and Mook!l.

A compination of geometric and material nonlinearitiers is
considered“. The ends of the beam are immovable and a large lateral
deformation or large amplitude vibration prduces stretching of the
median line of the beam. The strain-displacement relation becomes
nonlinear and is of the form

2
e = u?x + % Way = W, (1)

In addition, the beam is assumed to be made of a nonlinear material.
The Ramberg-0sgood material with cubic nonlinearity is used and the
stress-strain relation is given by

o, = Ae - Be’ (2)
where A and B are the material constants. Neglecting the longitudinal
and rotary inertia and the ‘ransverse shear, we find that the transverse
deflection w(x,t) is governed by

L
Al . _C 2 2
w’tt * 'S Wogxxx = ~ ) Wop + & W yx Io (w'x) dx + 2Q'ZW'xx("l’xxx)
2 X, t
*a,(Wayy) Wariux * . (3)
where

S

_ Abh _ 3Bbh
17 2L 0 %2 7 Ta0p (4)

Here o is the mass density of the beam, b, h and I are the width, height
and moment of inertia of the cross section, ¢ is the damping
coefficient, and Q is the applied transverse load.

The linear free-vibration solution is

w(x,t) = o(x) cos(wt + 8) (5)

where




sin(s,L)
¢ = b[sin(:lx) - m sinh(szx)] (6)
2 . Pw
sy = ()" (7
s,tan(s,L) - s tanh(s,L) = O (8)
and b is chosen so that
L
[ eldx =L (9)
0

Next, we expand the solution of Eq. (3) in terms of the free
undamped linear modes as

W) = T vy(t)og() (10)

Using the Galerkin procedure and assuming modal damping, we obtain the
nondimensional temporal equations of motion

n e _n VS :
prEa M Zeund£ * em’E’zrnmkzvmvkvz + eFp(t) (11)
where
1 L
Con = 5 Io c¢n(x)¢n(x)dx (12)
1 L
Qn(t) =3 Io Q(x,t)¢n(x)dx (13)

L L L L
“Trmky =~ “x[fo°5¢ﬁdx][fo¢;¢;dXI - 2a2[f°¢6¢adX][f°¢i"¢;"dx]

L L
+a,[f ercercdx][[ oo dx] (14)
o 0
_Yn _%on _ Q,
Qn— -u:' Zeun— “’—1-’ an- -3 (15)

[N}
and ¢ is a small parameter, whiéh js introduced as a bookkeeping device
and will be set equal to unity in the final analysis.

Method of Analysis

We use the method of multiple sca1es3 to determine a uniform first-
order expansion of the solutions of Eq. (11) when Fn(t) is harmonic;
that is,

~

Fn(t) = fncosnt (16)

and 9 is near 2,. To express quantitatively the nearness of the primary
and internal resonances, we introduce the detuning parameters o, and
a, defined according to




8, =30, +e0;, and Qq=29, + eo, (17)

Applying the method of multiple scales, we obtain the modulation
equations

- =, 10T,
21(A7 + uA)) - BA, *lmAmAm' 85,AA e =0 (18)
n
- s -1, T, | e T,
210, (As+ u,A,) - 82,A,] v, A A - 83,8A -5 fpe = 0 (19)
n
where
82,6, = 3r);,,0 88,8, =Ty, (20a)
SQmij = 2(rmmjj + Zrmjmj)’ ms= j, Bamymm = 3 (20b)
To analyze the solutions of Eqs. (18) and (19), we let
1 iv, T, 1 iv,T,
A, =3 (p, - iq,)e and A, = 5-(p2 - iq,)e (21)
where
v, ='% (6, +0,) and v, =g, (22)

Substituting Egqs. (21) and (22) into Eqs. (16) and (17) and separating
real and imaginary parts, we obtain the following autonomous equations
describing the modulation in amplitude and phase:

. 2 2 2 2
P1 * u,p *+ v q+ Ynqx(pl + ql) + v.,9,(p, + qz)
2 2 :
+ quz(pl - ql) - Zslplpqu = 0 (23)
. 2 2 2 2
q7 + w8, - v,P- v PP, * q;) - v P (P, +4,)
2 2
- slp2(pl = q]) - 251p1q1q2 =0 (24)
2 2 2 2
P2+ uaPy * valpt 15,0,(P; *+ 4)) + 7,,0,(P, + q,)
2 3
+ 62(3p1q1 = ql) =0 (25)
2 2 2 2
q; + u2q2 - \’zpz‘ Y21pz(pl + ql) - Yzzpz(pz + q2)
3 2
- §,(p, -3p,q,) - f,/22, =0 (26)

Next, we present numerical results for the case w, = 15.418, w, =

49-965, Q} = 3.241, g, = 3-710, Hy T Uz = -01, 3 QZYll/Gl = 392Y22/61 =
8

= 1, 3Y12 1 = Qz and fz = 1.

Periodic solutions of w correspond to the fixed points of Egs.
(23)-(26). There are two possibilities. First, p, = q, =a,=0, and



2
f
2 2 2
0, ® = Y8, t [—55 - “2]!5 (27)
2,3,
where
2 2 2 2 2 2 -1
a, =p, +4d,, 3, =p, +4d,, 08, =sin (q,/a,)
and 8, = 3sin”'(q,/a,) - e, (28)

The single-mode nonlinear solution is shown in Figures 1 and 2. Second,
P, *0and q, = 0.

The stability of the fixed points is determined by the eigenvalues
of the Jacobian matrix of the flow governed by (23)-(26). If all the
eigenvalues have negative real parts, the fixed point is stable,
otherwise it is not stable. Hopf bifurcation occurs when the real part
of a complex conjugate pair of eigenvalues changes sign from negative to
positive. In these ranges, steady state periodic solutions do not exist
contrary to results predicted by linear multi-mode analyses or nonlinear
single-mode analyses. Instead, the energy is continuously exchanged
between the modes involved in the autoparametric resonance (Figure 3).
Moreover, for small damping, the response experiences period-multiplying
bifurcations and chaos. The stability of the periodic solutions is
determined using Floquet theory. One of the Floquet multipliers is
always unity because the system is autonomous. The unit circle is
traversed at -1 giving a supercritical subharmonic bifurcation (Figures
4 and 5). An infinite sequence of period doubling takes place
culmizating in chaos (Figure 6). The mechanism is reported by Tonsi and
Bajaj~" in their studies of mechanical systems with cubic nonlinearities.
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ANALYSIS AND DESIGN SENSITIVITY CALCULATION OF
NONLINEAR FORCED VIBRATIONS OF STEPPED BEAMS™

J. W. Hou, Y. X. Xue, C. Mei and C. Jackson
Department of Mechanical Engineering and Mechanics
01d Dominion University
Norfolk, VA 23529-0247

I. INTRODUCTION

In many engineering design textbooks, the failure criteria of fatigue are
usually expressed in terms of stresses obtained by using linear vibration
theory. However, nowadays many light-weight structures often experience large
amplitude vibration. The effects of such large amplitude can not be ignored
in designing structures against fatigue. Figure 1, in which the amplitude of
the vibrating beam is more than half of its thickness, displays the relations
between the number of cycles and the stresses calculated by linear and
nonlinear vibration theories. It indicates that if the frequency of the
harmonically excited force is lower than that of the natural frequency of the
system, the stress obtained by using a linear vibration theory is higher than
one obtained by using a nonlinear theorv. Likewise, if the frequency of the
excited force is greater than the natural frequency, the stress obtained by
using a lirear vibration theory is lower than one obtained by using a
nonlinear theery. If the frequency of the excited force is greater than the
natural frequency, the stress obtained by using a linear vibration theory is
lTower than one obtained by using a nonlinear theory. In other words, based
upon the linear vibration theory, the structural or mechanical system can
either be overdesigned or underdesigned depending upon the relation between
the input force frequency and the natural frequency.

In order to consider this large amplitude in an automatic design
environment, research efforts have been focused upon the enhancement of
analysis capabilities and the development of design sensitivity analysis
techniques. Some progress in this regard is reported in the following
sections.

II. FINITE ELEMENT ANALYSIS OF NONLINEAR FORCED VIBRATION

There are many methods available to analyze responses of beams under
nonlinear forced vibration. Because of its versatility and practical
applications, the study will concentrate on the finite element approach
proposed in reference [1]. It is initially used to find the response of a
uniform beam, and is then modified to solve the responses of a stepped beam.

This was partly supported by NSF Grant No. DMC-8657917 and NASA-Langley
Grant No. NGT-70020.
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UNIFORM BEAM

The Lagrahgian of a uniform beam under harmonic excitation f(x,t) can be
expressed as

L L
1 2 1 2 1 o2 o2
L = ?.fo [EI Wiy * EA (u,x ty w,x)] dx - » fo (mw© + mic) dx
L
- [ f(x,t) wdx
0

After linearizing the strain energy, it can be discretized and approximated by
finite clement matrix equations:

(k] (x} + [6({x})] {x} = TH({xP)D (x} = A [M] {x} = 0O (1)

where [G({x})] corresponds to the nonlinear part of the strain energy and
[H({x})] is the harmonic force matrix which is proportional to a constant

0

B . The term [H({x})] {x} is a linear spring force which is an approximation
of the harmonic excitation. The mathematical justification of t%e above
statement can be found in Hsu's work [2]. The spring constant B can be
derived as

CF [} 2
0
B = 2° s ¢ = 2 o dx/ [ ¢2dx (2)
| 0
Y’ﬂL

where y is the maximum amplitude, ¢ is the normalized mode shape, w is the
linear fundamental eigenvalue, and FO cos VAt is the harmonic force.




Equation 1 represents n individual equations. The possible unknowns in
that equation, however, can be the mode shape {x} with n components, the
frequency, and the force density of the harmonic excitation. With different
combinations of given and unknown variables, equation 1 can be used to
simulate many practical applications in which either the mode shape, the force
density, or the frequency of an excitation can be considered as the primary
unknown,

As one practical example, it is assumed that the maximum amplitude of the
mode shape and the force density of the harmonic excitation are given. In
this case, with the specified maximum amplitude and the assumed mode shape,
equation 1 is solved iteratively as a linear eigenvalue problem for the mode
shape and the frequency of the harmonic excitation [1]. The same solution
procedure can also be used to solve a nonlinear vibration problem in which the
frequency of the excitation and the maximum amplitude are determined as a
priori with the harmonic excitation force density and the mode shape
considered as unknowns.

Another important application, from a designer's point of view, is one in
which the harmonic excitation force is completely specified, that is both the
frequency and the force density are known; and the mode shape is the only
unknown. In this case, equation 1 becomes a set of n nonlinear equations
which may be solved by using a root-finding algorithm. However, proving the
existence and uniqueness of the solution is a very subtle issue and has not
yet been soived.

STEPPED BEAM

Mot much work has been done in dealing with nonlinear forced vibration of
stepped beams. A method based upaon Eq. 1 has been proposed in reference [3]

in which the spring constant, Bi’ is evaluated for each individual beam
element, instead of being evaluated over the entire length of the begm. The
purpose of this modification is to allow the spring constant, B., to be
different for different elements according to the geometric properties of each
element and the actual Toad applied onto each element. Figure 2, shows the
difference betwgen the new and the original definitions of B . The new
formulation of Bi defined over the ith beam element is given as

f
¢ dx
gl - i1 , _of
j [
[, eax TP
i-1

where F. . is the force density applied,to the ith beam element. The matrix
equation 1 with the new definition of B can be applied to beams with stepped
cross sections and to beams subjected to nonuniformly distributed harmonic
loads.

For nonlinear vibrations of a uniform beam, a maximum difference of 1.2%
is observed between jthe eigensolutions calculated by the proposed fjnite
element method with Bi and those calculated by the original method with B . As
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for a stepoed beam, there is no finite element solution available currently.
However, numerical comparison indicates that the nonlinear eigenvalue solution
obtained by the proposed finite element method is at most 1.5% higher than
that obtained by the classical solution.

In short, numerical experience seems to confirm that the proposed finite
element formulation for a nonuniform beam is valid.

IIT. NONLINEAR EIGENVALUE-EIGENVECTOR DESIGN DERIVATIVES

The field of design optimization has gone through a period of extensive
development over the last two decades. One fruitful area of such research
efforts is design sensitivity analysis. It has been recognized that design
sensitivity analysis is capable of approximation analysis, analytical model
improvement, and assessment of design trends. Thus, design sensitivity
analysis has become more than a utility as an optimization design tool in its
own right.

There are many valid approaches for determining the design derivatives of
eigensolutions. Mevertheless, the computational procedure presented hereafter
is an extension of the one reported in reference [4].

For simplicity, the coefficient matrices of finite element solutions of
the nonlinear forced vibratior can be written as

(Al (x} =0 (3)

where [A] = [K] + [G) - [H] -x [M]. Premultiplying eigenvector {x}T to the
above equation, one immediately has the following equality

x}' [AT (x} = O. (4)

There are n+l unknowns in the last two matrix equations that can be used to
find n+l design derivatives of {x} and x. Let the subscript b denote the
cesign derivative and [E] denote the derivative of the vector [G-H] {x}, in
which (x} is held fixed, with respect to the eigenvector. With some
manipulations, it is straichtforward to obtain the design derivatives of Egs.
3 and 4 as

.
T (03] [A 00 ¢ 00T TE )] (5)
{(x} [MI{x}
and
(M7 ¢x} {x} CE] M7 (x} T
([A] + (E] - = (X ) = [AbJ{x} + —— (X} [Ab](x}

{x} MJ{x} (x} MIx}




or symbolically,
[Blix,} = {c} (6)

where [B] and {c} are defined according to the last equation. In contrast to
the linear eigenvalue problem, as indicated in Eq. 5, the design derivative of
eigenvalue, Ay, Can not be calculated without_knowing the design derivative
of eigenvector {xb} in advance. Because {x} [B]{xb}=0 and {x} {c}=0, it can

be also concluded that [B] in Eq. 6 is singular based on the alternative
theoren.

In order to avoid the singularity of [B] one can express the eigenvector
design derivative ({x,.} as {x.} = {x} + a{x}, where the unknown variables
are {x} and the coefffcient a. The {X} can be attained by the following
matrix equations

([AT + [ED) x} = [AJ{x} - a [E]{x} (7)

3 M(x} = 0 (8)

where the constraint Eq. 8 restricts {X} to be orthogonal to {x}. Applying
the theorem of Lagrange multipliers to the above equations yields n+l
simultaneous equations for {Xx} and u

[m + [E] cM]{x}} %)
oy M 0 u

[Ab] {x} .
0

(E] (x}) (9)
0.

The leading coefficient matrix on the left side of the above equation is
nonsymmetric, and there is an undetermined coefficient, a, appearing on the
right side. Since the above equation 1is linear, one may superpose the

solutions as
§{>‘<} ){21}

u Ul

{X,)

+ a

Yy

where theT fir%t and the %econ? terms are the solutions of Eq. 9 with
{([Ab]{x}) , 0} and {([EJ{x}) , 0} , as the forcing terms, respectively. The
coefficient, a, is usually determined by considering the normalization of the

corresponding eigenvector. For example, the maximum amplitude is often fixed
in the formation of nonlinear forced vibration. In this case,

§1 (xo)

X (xo) + x(xo)

where x, is the position of the maximum amplitude.




The proposed computational scheme for design sensitivity analysis has
been validated by several numerical examples. Table 1 tabulates the
comparisons between the predicted and actual changes of the lateral deflection
measured at a location 40 inches away from the center of the beam. It shows
that the change predicted by the first order design sensitivity w_.ab can be
used to apprcximate the actual change Aw. It is also important to note that,

as indicated in the last row of Table 1, che design sensitivity analysis takes
only one-seventh of the CPU time required for the direct analysis.
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Fig. 2 Differences between two definitions of B®
IV. CONCLUSIONS AND REMARKS

This research has achieved the following goals:
1) Modification of the harmonic force matrix of an existing finite element
method in order to treat steppci beams under nonlinear forced vibration.
2) Design sensitivity analysis of nonlinear vibration of stepped beams where
the effects of both longitudinal displacement and inertia are included.

As mentioned before, many physical behaviors pertaining to nonlinear
vibrations can not be realized by using the linear theory. The impact of
these new physical behaviors on design considerations should be investigated
carefully. Thus, it is important not only to enhance the nonlinear vibration
formulations and analysis capability, but also to emphasize the research in
the design sensitivity analysis of nonlinear eigensolutions. However, further
effcrts are needed in order to achieve the research goal.
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1 Introduction

The importance of non linear oscillations in the study of vibration problems is well known to
engineers and scientista. Several alternative analytica! and numerical methods have been developed
to solve these kind of problems {1-2].

These methods often require a lot of manual work even when they are applied to systems of a
few degrees of freedom and are therefore too cumbersome for analyzing systems with many degrees
of freedom.

The aim of the present paper is to show how the finite element approach in the time domain
when applied to Hamilton’s principle can provide a {ully automated numerical scheme for solving
problems of this type.

During the last decade much attention has been given to the numerical applications of Hamil-
ton’s principle, often called Hamilton’s law of varying action, promoting also vigorous discussions
about this subject [3-11]. The use of Hamilton’s principle to solve periodic non-autonomous prob-
Imes has been proposed in Ref. [12], {13].

The present paper deals with more general periodic non linear problems in which the period is
not known in advance. Finite elements in the time domain applied to Hamilton’s principle provide
a suitable numerical approach.

It is believed that the approach proposed here can be used for a wider class of problem than
that shown. It is sufficient to remark that the method can be applied to initial and final value
problems and that the linear stability can be analyzed by the eigenvalue analysis of the same
matrices computed during the search for the solution |10, 12].

Moreover it is important to note that the proposed method is nothing but a suitable application
of the virtual work principle and of finite element method to dynamics, so that the well known
numerical algorithms and techniques of the finite element method can be profitably used.

In order to simplify the presentation, the method is formulated only for holonomic systems.
Non-holonomic constraints could be accounted for in a natural way {16].




2 Hamilton’s Principle and Finite Element Approximation

Let us consider a holonomic system with n degrees of freedom. At any given time ¢, the position
of a representative point P in the configuration space is described by the set of n coordinates q,
i.e. @ =(q1,92,"**¢n) and let T be any trajectory of the system with equation I' = I'(u) where u is
an aribitrary independent parameter that assumes the role of independent variable.

Let L(q,q,t) be the ordinary Lagrangian function of the system, and S the Lagrangian action
along any oriented curve I’ in the configuration space, drawn from the point P; (where u = u; and
t = t;) to the point P; (where u = uz > u; and t = t2 > ¢{) i.e.

S(r) = /‘ “ L(q, &,t)dt

1

In addition to the conservative forces, whose potential is accounted for in the Lagrangian of the
system, we will consider also a non-conservative force vector Q for which the virtual work is 6.q- Q
and the virtual action is given by !:

ta
6¢A = / 6cq . th
t
Hamilton’s principle can be written as:
6.5 + 6.A - 6.q- pl:: =0 (l)

In view of the numerical applications, the boundary terms are of vital importance and cannot be
dropped by constraining the virtual displacement to zero at the end points P;, P;. Moreover the
generalized momenta p cannnot be overspecified by constraining them to be equal to %& since,
their definition is naturally included in the principle.

This principle is very suitable for numerical approximation using the finite element approach.
To this end we subdivide the interval uz — u; into consecutive non overlapping subintervals. We
define with u = (uy, us,+-,upx4)) the values of the parameter at the nodal points. Without loss
of generality we assume u; =0 and uy;; = 1.

In the numerical formulation of the problem we assume the Lagrangian coordinate vector q
ranging in some limited class of admissible functions f(u) and we set:

q(w) =D fe(w)ar (2)

where
Qe = q(ux) k=1,2,-.-N+1

Moreover in order to preserve the orientation of time ¢ with the parameter u we assume:
t=t1 +Tu (3)

where T > O is the time interval ¢; — ¢;.
For notational reasons and for sake of conciseness we define the following vectors X and Y.

X= (q1’ q2, ’qN+l) Y= (Ql) qz, 'qN+htl)t2) (4)

So Eq. 2 can be shortly rewritten as:
q=/-X ()

'here and in the following 6§, denotes the corotational virtual change

|
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and the collection of Eqs. 2 and 3 is briefly identified by:
r=g-Y (8)

With the present approximation the functional S(I') turns out to be a function of the vector Y
and the virtual action related to external forces Q can be expressed in the following form:

6¢A=6¢X-‘/‘"I-th= X A )

where A represents the generalized impulses corresponding to the forces Q. The trailing terms of
the variational principle, can be also changed into the following:

5.q-pli; =8.X-B (8)

where
B= (-p1,0,0,° "ole-!-l)

and the variational principle leads to the following:

as
X +A-B=0 (9)

These equations constitute an approximate functional relation onto which the integral curve I'
joining the points P; and P; must fit. They further constitute the approximate parallel of Hamil-
ton’s partial differential equations. Obviously to solve a particular dynamic problem the initial or
boundary conditions must also be specified. When applied to autonomous periodic problems, we
enforce qv+1 =q; and By, =B;.

Morover, we can set to zero the value of the time instant ¢; so that ¢3 = T, and we can also
prescribe the value of one component of the vector q;, then Eq. (6) can be solved for the remaining
components of q and ¢3.

Since Eq. (6) are nonlinear, their practical implementation requires the use of a nonlinear
algebric equations solver. We select the use of Newton-Raphson method that, in addition to its
property of quadratic convergence within the attraction domain, implies the use of a consistent
linearization of the equations that can be profitably used for Floquet’s stability analysis of the
solution [11-12].

The preceding developments have been verified with a few simple examples. These examples
were related to systems with one or two degrees of freedom chosen with the aim of verifying the basic
concepts and the feasibility of the numerical approximations but without taking care of numerical
efficiency.

The first example refers to a self excited system governed by the equation:

§=201-24"§-q+¢ =0 (10)

showing, a stable limit cycle enclosing all the critical points ¢ = -1, ¢ =0, ¢ = +1.

The harmonic balance method gives the approximation, q= 1.35sin(.605t). The present ap-
proach, with the period subdivided into eight four node elements, gives a limit cycle period
T = 2x/.636 and a peak value g, = 1.46; the contribution of higher harmonics is significant.

The second example refers to a single degree of freedom system possessing two limit cycles and
governed by the equation:

G+ (.3-.02¢* +.0001¢*)§ +¢9=0 (11)
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Figure 1: Bending-torsion flutter boundary O - FEM ——— Ref. [17]

The first harmonic balance approximation gives two limit cycles both possessing the same
circular frequency (3 = 1. The first is unstable and has an approximate amplitude equal to 8.514
while the second is stable with a larger amplitude equal to 17.368. The resulting limit cycle periods
obtained with the same finite element mesh as the previous example are respectively 6.322 and
6.392.

The third example refers to the bending torsion flutter of a two dimensional airfoil in incom-
pressible flow and is taken from Ref. [17]. The system restoring force is linear in translation and
has the non linear torsional stiffness, with backlash.

Figure 1 shows the results obtained with the present method compared with those of Ref. [17].

Despite the different aerodynamic approximation used the comparision shows an acceptable
matching with a more pronounced separatation in the large and small amplitude limit cycles.

3 Concluding Remarks

The paper has shown the extension of Hamilton’s Principle to problems showing periodic solutions
with unknown period. The present and companion works [10], [12] clearly show the power of
Hamilton’s Principle coupled with finite elements in time domain as a unifying tool in the numerical
solution of dynamic and response problems of mechanical systems.

In fact their coupling allows an easy set up of the approximating equations in linearized form
which is the basis for an iterative solution of the nonlinear problem and for the analysis of the
linear stability of periodic solutions of any type.

Nonetheless practical, efficient and robust numerical methods capable of dealing with multiple
solutions of nonlinear systems of equations remain to be developed in order to allow the present
method to be used for practical problems.
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Dynamics of Beams with Tip Masses and
Attached to a Moving Base
S. Hanagud®and S. Sarkar!
Georgia Institute of Technology
Atlanta, Georgia-30332

Introduction

Studies involving the transient responses of beams attached to bases that are re-
stricted to translational and angular acceleration have many practical applications.
The results of such an analysis can be applied to spinning helicopter blades starting
from rest, rapid maneuverings of space based ai -~ as which carry payloads from
one place to another, deployment of space stru... -*s and numerous other fields.
Even when such systems are physically stable and controllable, an inaccurate anal-
ysis could lead to a wrong conclusion of unstable motion. In a rotating beam,
contribution towards stability is provided by a nonlinear phenomenon known as
the centrifugal stiffening. The purpose of this paper is to account for some of the
significant nonlinearities in the analysis. The dynamic analysis has been performed
by using Kane’s method because it leads to the final equations more directly as
compared to the Hamilton’s principle or other virtual work methods.

An elementary analysis of the centrifugal stiffening has been given in Ref.(1).
The beam has been assumed to be inextensible and the virtual work done by the
centrifugal force field due to axial foreshortening has been considered in the potential
energy expression which leads to the centrifugal stiffening terms. This analysis has
been refined by Likins et.al’> by considering a steady state axial stretch term due
to centrifugal force. Vigneron® has a assumed foreshortening of the beam and has
shown that the centrifugal stiffening terms arise from the kinetic energy terms.
Simo*~*° has taken all displacements to be measured from an inertial frame instead
of a rotating frame and has used finite strain measures to obtain the centrifugal
stiffening eflect. In al analyses mentioned so far, Hamilton’s principle has been
used to derive the equations of motion. In Ref.(6), Kane.et.al have used Kane’s
method to obtain the equations by considering stretch and two bending deflections
as the independent variables to describe the neutral axis but the stretch term has
not been applied in a consistent manner. In this paper, the same Kane’s approach
has been used to derive the equations of motion but the stretch has been replaced by
the axial variable as the independent variable. Large deflections have been included
by taking into considerations all the significant nonlinear terms in the strain energy
terms. Numerical studies have been performed to study the effect of a tip mass on
the motion of the beam. The result has been compared with the case where no tip
mass is present. The response of the beam has been also studied for the case where
the base is subjected to a linear acceleration along the plane of the beam motion.
Finally, all the second and third order stiffening terms have been dropped from the
equations and the resulting loss of stability has been observed.

Formulation

The dynamical equations for the axial, bending, translational and rotational equa-
tions has been derived in this section. The deformation of the neutral axis has been
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sketched in Fig.(1). The neutral axis lies parallel to the a; axis prior to deforma-
tion. The axial displacements u, and the bending displacements u, and u; can be
written as functions of x. In Ref.(6), the basic kinematical variables to determine
the neutral axis have been the stretch and the bending displacements. They are
written in terms of chosen modal functions. The axial and transverse speeds and
the corresponding partial velocities have been obtained in terms of the independent
variables by using an expression for stretch as given below.

z, + s(zy,t) = /0 l[1 +ai, +42,]"do (1)

The stretch given by Eq.(1) will be correct if the bending displacements 4, and 4,
are expressed in terms of a variable which is the projection of the deformed neutral
line on the a; axis, denoted by o, or deformed coordinate. In Ref.(7), Kane has
clarified that it is indeed so. However in all subsequent derivations the bending
displacements have been written as function of the undeformed x coordinate, in
which case, the stretch should be written as below

z, + 8(z1,t) = /zl(l +uz)? + ug‘z + ug‘z]l/zdz (2)
0

Both the stretch expressions given in Eq.(1) and Eq.(2) are correct, they appear
different because the effect of axial displacement has been taken into account in
Ey.(1) in an implicit manner. However, care must be exercized in choosing the
proper independent variable.

In this section dynamical equations have been derived for the independent trans-
verse and axial displacements which are expressed as functions of undeformed co-
ordinate x. The mass and moments of inertia of the base have been assumed to be

zero. The cross-sections have been assumed to remain normal after deformation.
The effects of warping and rotary inertia have not been included in this formulation.

Since the displacements could be large, nonlinear strain-displacement relationships
have been used to determine the strain energy function of the beam and terms
upto fourth order are retained. The generalized active forces due to elastic defor-
mation have been determined by differentiation of the strain energy function while
the generalized inertial forces have been found by taking the dot products between
acce%erations and partial velocities.

In fig.(1.a), the quantities a;,as and ag are orthogonal unit vectors which are
attached to the base and they undergo the same inertial motion as that of the base.
The quantities v;,v;,v; and w;,w,,w; are the translation and rotational velocity
components respectively of the base along ay,as and ag. The beam displacements
are given in the rotating frame and they are expressed as functions of x. Then, the
assumed displacements take the following form

N,
u,‘(:t,t) = Z ¢ji(21t)%’i(t) 1=1,23 (3)

i=1

It is to be noted that different sets of genaralized coordinates are chosen for dis-
placement u,,u, and u;. Velocities and accelerations are derived from Eq.(3) and
subsequently generalized inertial forces are obtained. The generalized active forces
due to elastic effects are determined by differentiating the strain energy function.




The strain energy function U is written as follows

!
= 1/2/0 (ELwl,, + ELu,. + EAul, + EAu (v, +42,)
+1/4 EA(us, +uj, + 2u3uj,)]dz (4)
The dynamical equations have been obtained by using the Kane’s method 8. EA is

the axial rigidity and EI, and EI; are the bending rigidities. The axial equatlons
corresponding to the generalized speed ¢,; are written as follows

Ny N;

Z Wiikiqui + Z Kukiqi +1/2 Z Z G1a2kmng2mqzn +
=1 i=1 m=1n=1
Ns N Ny
1/23° Y Gissimngsman + (02 + waws) Z Wiskigsi + (—ws + wiw2) Y Wizkigsi —
m=l n=1 =1 =1
M Ns N2
(w3 +w3) Y Wikiqui + 2w Y Wiskidsi — 2ws Y Wigkigas
1=1 i=1 t=1
= —(¥1 + wavs — w3vy) Wi + (W + w3) X (5)

Similiarly the transverse dynamical equations corresponding to ¢p; and gs; can be
obtained and are given in Ref.(9).

The translational and rotational dynamic equations correspond to v;’s and w;’s
. For vy, The dynamical equations can be written as

Nx N2
(01 + wavs — wava) M + Y Wiigri — 2ws D Waidas

=1 i=1

N3 M
+2w2 Y Waigsi — (wi + w33 Wiigui + J)
i=1 =1
Nz Nl
Fwiws — W3) O Waigai + (wiwz + wiz) Y Waigs: = Py (6)

=1 i=1

Similiarly the other two translational equations corresponding to v, and v; can
be obtained. The rotational dynamical equations for w; is

N) Nz Ng N;
(waws + Wy ) Z Z Waski@aeqai — (wows — wy) Z Z Waskiqarqai

k=1 1=1 k=1 1=1
N N

+Hwiws — wz)(z Z Waikigarqii + E Xarqar)
k=1 1=1
Ny N
—(wiwz +w3)( DY Wainigaequi + Z Xaeqae)
k=1 i=1

Ny Ny N2 N,
+2w1 (35 Waskigaedai + 3 Y Wazkiqaedai) —

k=1 i=1 k=1 i=1




Ny M Ny My
2ws E Z Wiatkiqaegri — 2wz Z z Waikigaedri +
k=1 i=1 k=1i=1
Ny N; N2 Ny
(W2 —wB) 3" Wanigangai + 2 Y Woski(qardai — qaidae)
k=11=1 k=1 i=1
N; Nz
=" Waqu(vz + wsv; —wi1v3) + Y Wargaw(Vs + wiv2 — wavi) = Ay (7)
k=1 k=1

Similiarly, the two rotational equations corresponding to w; and w3 can be obtained.
In these equations the following quantities have been defined.

l
Wmm’j =/(; p¢mi(z)¢nj(z)dz + Mt¢mi(l)¢nj(l); m,n = 1, 2, 3; 1= 1-.Nm; ] = 1..Nn

(8.a)
{
Wy = /o pbi(z)dz + My (1) p=1,2,3i = 1..N, (8.b)
{
X, = /0 pzdp(z)dz + M, 1 ¢5(1); p=1,2,3i = 1..N, (8.¢)

The definitions of other quantities can be found in Ref.(9).

Results and Discussion

~ The spin-up problem in Ref.(6) is also considered here to study the effect of nonlinear

structural terms. The beam is initially at rest and an angular velocity is given
along ag axis at the base. Only the inplane motions are excited in line with the
assumptions. The beam parameters are as follows, E=68950000000 N/mt?, p= 1.2
Kg/mt,M,(tip mass)=3 Kg, A=0.0004601 mt?, I3= 0.0000002031 mt*, 1=10 mt.
The angular velocity history is taken to be identical with the one in Ref.(6).

15 27t
= 15 [¢ -~ =— sin — <t <L
w3 6/15 (¢ o sin X ] rad/s 0<t<15 s
w3 = 6 rad/s t>15 s (9)

The transverse mode shapes are taken as the fixed-free nonrotating eigenfunctions
of an uniform beam under transverse vibration while the longitudinal modes are
taken as the eigen-functions of a fixed-free uniform rod under longitudinal vibra-
tions. The axial and transverse motions are represented by one and three modes
respectively. The axial and bending responses of the tip of the cantilever beam
resulting from the formulation presented in this paper have been shown in Fig.(2.a)
and Fig.(2.b) respectively. The solid and dashed curved are for nonlinear analysis
and they correspond to the cases without tip mass and with tip mass respectively.
In the nonlinear analysis, ‘he transverse deflection initially grows in a direction
opposite that of the base motion. After reaching a maximum displacement, the
tip goes back towards the equillibrium position and settles down to a steady os-
ciﬁation. The nonlinear stiffening action in the beam prevents it from instability.
As one might expect, the maximum displacement and t_ amplitude of the final
steady state oscillations are more when the tip mass is present. The dotted curves




in Fig.(2.a) and Fig.(2.b) correspond to the cases where all the second and third
order terms in the final equations are dropped . The beam rapidly goes unstable
which clearly illustrates the necessity of retaining the higher order terms in order
to obtain stable motion. In the analysis of in Ref.(3), foreshortening of the beam
has been assumed a-priori to derive the centrifugal stiffness terms. In the present
analysis, the solid and dashed curves in Fig.(2.a) indicate that the initial foreshort-
ening of the beam is a pure consequence of the imposed base motion. The physical
interpretation is that in the first few seconds, the neutral axis does not stretch and
as a result an axial shortening results for all bending displacements. After the beam
has reached the maximum bending displacement and starts coming back towards
the equillibrium configuration, the axial displacement grows and finally achieves a
more or less steady state displacement under the centrifugal force field. Finally, the
effects of base translational motion on the axial and bending motion are studied by
imposing a constant base acceleration along a fixed inertial axis and along the plane
of the beam motion for the initial five seconds. The axial and bending responses
are plotted in Fig.(3.a) and Fig.(3.b) respectively.

Conclusions

In this paper, we have formulated the problem of a cantilever beam with a tip mass
and attached to a moving support by using Kane’s method. The formulation is
valid for large displacements and all significant geometric nonlinearities have been
considered in the strain-displacement relations. The method has been validated by
studying the stability characteristics of a beam under the spin-up maneuver. It has
been demonstrated that structural nonlinearities play a major role in the transient
response characteristics and they cannot be ignored.
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NON-LINEAR OSCILLATIONS OF AN INEXTENSIBLE,
AIR-INFLATED, CYLINDRICAL MEMBRANE
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lacksburg, Virginia 24061

ABSTRACT

A long cylindrical membrane, attached to a horizontal base along two generators
and inflated with air, is considered. The material is assumed to be inextensible and its
weight is neglected, so _that the equilibrium shape of the cross section is circular, as
shown in the fxigure. Two-dimensional, undamped, nonlinear oscillations about this
equilibrium configuration are investigated.

The radial displacement is a function of the coordinate § and time t. Weakly
nonlinear motions are considered, and terms of fourth order and higher are neglected
in the equation of motion. Galerkin’s method is applied, first with one term and then
with two terms, to yield ordinary differential equations for the displacement amplitudes
as functions of time. In the one-term case, the equation has the form

cll"J + c2I"JU + c:,iTUz +c4U + c5U2 = Q.
For anti-symmetric modes, ¢y and cg vanish.

The method of multiple scales is used to obtain approximate solutions. It is
found that the response frequencies tend to decrease as the response amplitude
increases. For the case of two terms, the response may grow large if the internal

resonance wo = 2w exists. However, the internal resonance wp = 3wq has little influence
on the response.

Numerical integration is also utilized to determine frequencies and amplitudes.

The results shiow good agreement with the asymptotic solutions when the motion is
sufficiently smail.
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Introduction

The analysis of large displacement of thin shells is generally 2 difficult problem.
Guidance can be found from Love's "principle of applicable surfaces”, which is based on
the fact that higher levels of strain energy are required for deformations which involve
extensional distortion of the reference surface, than are required for inextensional bending.
The consequence is that even elaborate post-buckling patterns are usually characterized by
regions of inextensional deformation joined by lines of localized bending. Ashwell (1960)
utilizes this concept for the problem of a spherical shell with a static radial point load, for
which the geometry is quite simple, and showed that a good approximation can be obtained
for the large displacement behavior. The procedure consists of assuming that a portion of
the sphere, a "cap"”, undergoes a reversal in curvature and becomes a "dimple”. Continuity
of stress and displacement is obtained by solutions of the linear equations for the inverted
cap and the remaining portion of shell. Ashwell uses the Bessel function solutions of the
shallow shell equations. Ranjan and Steele (1977) show that a much simpler solution can
be obtained by using the exponential, "steep shell" approximate edge stiffness coefficients.
Furthermore, the accuracy is increased by including the geometric nonlinearity, obtained
from a perturbation expansion of the moderate rotation equations by Ranjan and Steele
(1980). Parnell (1984) gives further considerations to this problem.

The purpose for the present paper is to show that the inverted cap solution permits
insight into the response of a shell in various transient loadings. The results are interesting
because the specific problems are of practical concern and are useful as nontrivial examples
for verification of general purpose finite element programs.

Displacement under static point load

First the basic point load solution is reviewed. A spherical shell under a point load
P has the displacement x according to the linear solution by Reissner (1946) given by

PR .
o =p
8D (1)
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where R . h and D are the spherical radius, thickness and plate bending stiffness,
respectively. The reduced thickness is ¢ , which gives the ratio of bending to stretching
stiffness of the shell wall. The simplest form is obtained with the assumption that the

edge angle a of the inverted cap, or dimple, shown in Fig. 1 is both "shallow":

a 0.3 (2)

and "steep™




»\/l—z—a > 1
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The two conditions are easily satisfied for a range of edge angles when the shell is very
thin. Adding the inverted dimple modifies the potential energy. The dominant terms are the
change in potential of the external force because of the increase in displacement and the
strain energy of bending of the edge of the dimpie and the edge of the remaining shell to
obtain continuity of the slope of the meridian. The approximate potential change is

3 2
U(a)=2xzD -2-C5 o -PRa

C))

For equilibrium, the potential must be stationary with respect to a change in the edge angle.
This provides the relation between the edge angle and the load magnitude P. Adding the
linear result to the additional displacement due to the dimpling gives the total displacement:

* L ] 2
.p +k(P)
h (5)
where the constant is
2 2
K= i)«/a‘l-v §=1.19 for v=0.3
3n (6)

The geometric nonlinearity in the edge bending, as obtained by Ranjan and Steele (1980),
provides a 20 percent reduction in the strain energy and an increase in the constant:

2
5
K =K(~) =186 for v=03
NTT 4 @

The result (5) agrees well with the experiments of Penning and Thurston (1965) and the
numerical results of Fitch (1968), all on rather thin spherical shells for displacement
magnitude up to about fifteen shell thicknesses. More remarkable are the results of Taber
(1982) showing that the equivalent of (5) provides good agreement with experiments on a
thick shell. In addition, Taber considered the problem of a shell filled with an
incompressible fluid, for which the strain energy of the wall extension due to the internal
pressure must be added. The comparison with experiment is reasonable for displacements
in magnitude up to about half the radius. For displacements much larger than the
thickness, the linear contribution in (5) may be ignored and the result written as a nonlinear
spring:

1
P= Yx/z ®)

where the constant is
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The conclusion is that the key feature is the dimple with the strain energy of edge
bending approximated by the one-term, steep shell solution. In the experiments and
numerical computation, bifurcations to nonsymmetric patterns occur. However, a
substantial load loss with such bifurcations apparently does not take place, so the
symmetric solution remains a good approximation.

Impact of a rigid mass

A rigid obstacle of mass M striking the spherical shell with an initial velocity of
sufficient magnitude will cause a large displacement of the shell. This displacement can be
approximated by the dimple just as in the static case, as indicated in Fig. 1. Adding the
inertia terms to the previous static formulation leads to the following equation of motion:

d dx A

£ £z 2=
dt(M+7erhx)dtl+yx 0 10)
in which p is the density of the shell wall. Note that the moving mass of the wall is the
dimple region which increases with the displacement x. When either the obstacle mass or
the mass of the shell wall is dominant, the equation may be integrated exactly. The
numerical solution for the general case is straightforward.

Impact of shell against a rigid wall

In the case of the shell impacting a rigid wall, as indicated in Fig. 2, the contact
force acts against the edge of the dimple region, so the displacement x is half that of the
concentrated load case for a given dimple size. The result for the static effective spring is

The inertia is easy in this situation, since the dimple region merely changes direction but
must have the same magnitude of velocity as the remaining part of the shell. Therefore the
approximate equation of motion is

2 3/
M, d—';+2/2}'x/2=0
dt (12)

in which M, is the total mass of the shell and whatever may be attached to the shell, away

~ from the dimple region of contact. The integrals of this equation are readily obtained. For
instance the maximum displacement is
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in which v is the velocity of the shell at the instant of initial contact.
Extensions

Various additional effects can be readily included. These include the generalization
to a composite shell. The asymptotic edge stiffness coefficients for a composite, as
computed from classical shell theory, are already available from Fettahlioglu and Steele
(1974). The inclusion of transverse shear deformation and composite wall construction in
the analysis of Ranjan and Steele (1980) should be possible. Bennett (1979) shows that
the dimple can be extended to a general elliptic surface. In that case the boundary of the
dimple is an ellipse. The asymptotic solution for the general surface with edge bending is
integrated around the boundary, with the interesting result that the behavior is exactly the
same as that for the sphere but with the spherical radius of curvature replaced by the mean
radius of curvature. Impulsive pressure loading can also be treated in a similar manner.
The effective nonlinear spring is, however, unstable which substantially changes the
response.

P It seems that much can be done with the shell of positive gaussian curvature. The

challenging problem is to find an equivalent simple method for the shells of zero and
negative gaussian curvature.

Mass M

e

Enlarging
Dimple

Velocity V

Figure 1 - Spherical shell impacted by mass M. For large amplitude displacement an
effective approximation is that an inverted dimple forms. The significant strain energy is in
the localized bending at the edge of the dimple which provides the effe~t of a nonlinear
spring.



Rigid Surface

Enlarging
Dimple

Shell
Velocity V

Figure 2 — Impact of shell against a rigid surface. For this problem as well, the inverted
dimple can be utilized. Since the dimple has the same velocity magnitude as the center of
the shell, the kinetic energy is the same with or without the rigid surface.
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Nonlinear Dynamic Stability of
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Abstract

Laminated composite structures are being increasingly used in the
construction of aeronautical and space vehicles. Employment in their
construction of the new material systems that exhibit exotic properties
such as high degrees of anisotropy and high flexibility in transverse
shear requires a better knowiedge of their instability behavior.

The present paper is devoted to an analysis of the dynamic
stability of laminated composite shear-deformable flat panels subjected
to in-plane bi/uniaxial periodic edge forces. The analysis is based on
a refined geometrically nonlinear theory of anisotropic symmetrically-
laminated composite panels. The improved theory is developed 1) by
incorporating transverse shear deformation and transverse normal stress
effects, 1) by fulfilling the static conditions on the bounding planes
of the panel and 1{ii) by incorporating the higher-order effects. The
theory s formulated within the Lagrangian description considered in
conjunction with the von Karman concept allowing one a reduction of the
complexity of nonlinear expressions. The linear counterpart of the
obtained governing equation (which is of a Mathieu-type) is used to
determine the boundaries of the instability regions while the full

nonlinear equation is used to obtain the behavior of the plate within

the instability region.




Comparisons of the obtained results with their counterparts
obtained within the first order transverse shear deformation theory and
the classical one (based upon the Kirchhoff constraints) are made.
These allow one to infer about the influence of transverse shear
deformation as well as of higher order effects on the parametric
instability boundaries.

In addition, a thorough numerical analysis intended to put into
evidence the various effects played by the physical and geometrical
parameters of shear deformable composite panels on the instability

characteristics is performed and pertinent conclusions are formulated.




The Method of Multiple Scales for Nonlinear Resonances
in the Forced Response of Orthotropic Rectangular Plates
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Introduction

Amplitudes of harmonic transverse deflections of thin laminated composite
plates could be as large as the order of the plate thickness. For these large
deflections, the nonlinear governing equations of motion of Tlaminated
composite plates and nonlinear methods of analysis must be used to study the
nonlinear responses. The literature survey shows that there are significant
contributions in the area of nonlinear vibrations of isotropic plates and
laminated composite plates. For isotropic plates, the reader is referred to

the book by Mayfeh and Mookl, and for composite plates, the reader is referred
to the book by Chia? and the survey article by Bert3.

For the nonlinear forced vibrations of rectangular and circular isotropic
plates subjected to harmonic excitations, several investigations have been

reported by Yamaki, et. a1.4, Mei and Decha-Umphai5 and Sridhar, et. a1.5,
among others. For the nonlinear ferced vibration of laminated composite

plates subjected to harmonic excitations, a few investigations has been

reported, e.qg.; Bennett7, and Mei and Chiangg. Unfortunately, the literature

Yacks research work on the nonlinear forced vibrations of laminated composite
plates including the effect of damping for all possible resonances.

In the present paper, we use the method of multiple scales (MMS) to study
the nonlinear forced oscillations of orthotropic rectangular plates subjected
to harmonic excitations. The Galerkin method is used to reduce the nonlinear
partial differential equations to a set of nonlinear ordinary differential
equations with cubic nonlinearity. The resulting nonlinear equations are
solved by using the method of multiple scales which makes it possible to study
all possible nonlinear resonances; primary as well as secondary resonances
(subharmonics and superharmonics).

Formulation and riethod of Solution

The nondimensional governing equations, which are based on the von Karman
large-deflection analysis, for a rectangular orthotropic panel subjected to
harmonic loading including the effect of damping and in-plane loadings are
given by

*Assistant Professor, Department of Aeronautical Engineering.

**Professor, Department of Mechanical Engineering and Mechanics.
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where the dimensionless quantities w is the deflection, F the Airy stress
function, r = a/b the plate Sspect ratio, C the damping parameter, NZ and
a . . _ _
Nn the in-plane loadings, D = (D12 + 2 065)//511 522’ ro = 3/b,

1/4 = % 2 - * * 2
(Op2/D11) 7770, 3 = Ayp MUy D/ 8 = (2 Ayp + Agg) /Dy D/t
Y = A11 /Dll 022/h s Aij and Dij the Tlaminate extensional and bending
stiffness and h the plate thickness. For additional definitions of the
dimensionless quantities, the reader is referred to the paper by Eslami and

Kandi1?, Assuming a solution of the Galerkin form

W(g, n, 1) = LI dp, (r) X, (&) Y (n) (3)

where X, and Y, are admissible function. _cisfying the boundary conditions,
substituting the solution into the linear equation, Eq. (2), solving the
resultin, equation for F as a combination of a homogeneous part and a
particular part, substituting Eq. (3) and the solution of F into Eq. (1) and
setting the weighted residual equal to zero, we obtain

11

[ [ LG, F) X, (g) Ys(n) dg dn =0 (4)
o o

Equation (4) yields a set of ordinary differential equations with cubic
nonlinearities which can be reduced to the form

~ ~ 2 ~ .
Tt G ek G TEEE Lgmn 95 9m 9n = Poi COSAT ()
where the time functions dnn have been redefined as
~ T
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Using the transformation q = 51/2 Ups Eq. (5) reduces to
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Equation (7) is so]vednby using the method of multiple scales by introducing

the time scales Tn = ¢ tr and assuming the expansion

U (x5 €) = U, (Tyo T) + e Uy (Tgs Ty) + eeens (9)

0 o’

The time derivative %? is transformed by using

d

a-r—= Do+eol+oonn; Di-’gT'i' (10)

Using the MMS, primary and secondary resonances can be studied. Primary
resonances occur when Q = Wy (kth mode frequency), and one has to order the
forcing amplitude F,, as "Fy =¢ fy and introduce the detuning parameter

Iy such that g = we * e gy Secular terms develop in the Ugp-equation and

one has to eliminate them, a process which yields governing equations for the
amplitudes and phases of Up,. For simply supported panel, the deflection

function, Eq. (3), is given by

W= (<) sin(mrg) sin (nmn) (11)

£l g
mon mn
and it can be shown that only symmetric-symmetric modes are excited.
Considering the case of m = 1, 3 and n = 1, two cases of primary resonance

might occur; Q = w; OF Q = wge

For secondary resonances, Fok need not be ordered, and for simply
supported panels superharmonic resonances might occur when 3 Q = wy or
3a-= w3y while subharmonic resonances might occur when @ ~ 3 wy Or g = 3 wye

Numerical Applications

Here, we show a few samples of numerical applications for primary and
secondary resonances. The material considered is a single-layered boron-

epoxy9 and ¢ is kept as ¢ = 0.0001. For the primary resonances, we show the
frequency response curves at different forc1ng amp11tudes with a damping ratio
g = 0.05 for @ = w, (Fig. and for Q@ ~ wq (Fig. 2). Comparisons of the MMS
solution and the %ethod of harmonic balange show excel]ent agreement. The
frequency response equations (not given here) show that there is no coupling




between the rmodes. For the first mode, the jump phenomen becomes visible as
the forcing function 1is increased while for the second mode, the jump
phenomenon is not visible for the considered range of F, . Figure 3, shows the
results for the second mode for the same range of F, but with a damping ratio
£ = 0,005, which is one order of magnitude less than that of Fig. 2. Figure
4 shows the contribution of the second mode solution for superharmonic

response when Q = %-ml. The solution is compared with the superharmonic

response obtained by the first mode only. Additional results will be shown in
the presentation for superharmonic and subharmonic resonances.
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ABSTRACT

Panel flutter is the self-excited oscillations of a plate in supersonic
flow. Panel flutter differs from wing flutter in that the aerodynamic force
acts only on one side of the panel. In the framework of small deflection
linear structural theory, there is a critical value of the dynamic pressure,
A, (or air velocity); above which the panel motion becomes unstable and grows
exponentially with time, and below which any disturbance to the panel
decays. Linear theory can determine the critical dynamic pressure, mode shape
and frequency at the instability but gives no information about the panel's
deflections and stresses. Thus, the service life of the panel can not be
predicted. A great quantity of literature exists on linear panel flutter
using different aerodynamic theories, for example [1-3] and many others. The
aerodynamic theory employed for panel flutter at high supersonic Mach numbers
(M>1.7) is a quasi-steady first-order aerodynamic piston theory. This theory
calculates the aerodynamic loads on the panel from local pressures generated
by the body's motion as related to the local normal component of the fluid
velocity; thus, a point-function relationship between the normal component of
the fluid velocity (no penetration fluid-panel boundary) and the local panel
pressure is known. Assuming exponential dependence on time, the aerodynamic
pressure can be separated into two forces. The primary aerodynamic force is
proportional to the local panel slope, while the other force, which is the
aerodynamic damping force (ga), is proportional to the transverse panel

displacement. Hence, the damping force is combined with the usual inertial
force to yield an effective inertial force.

In reality, the panel not only bends but also stretches due to vibrations
with large amplitude. Such membrane tensile forces in the panel due to
stretching, provides a limited stabilizing effect that restrains the panel
motion to bounded amplitude limit-cycle oscillations with increasing amplitude
as the dynamic pressure increases. The external skin of a flight vehicle can,
thus, withstand velocities beyond the linear critical value. Nonlinear
structural theory determines the limit-cycle oscillating frequency, and also
panel deflections and stresses. Panel fatigue 1life, therefore, can be
predicted. For a more thorough understanding of panel flutter behavior, the
geometrical nonlirearity effects due to large deflections should be considered
in the formulation. An outstanding survey on the subject for both linear and
nonlinear panel flutter was given by Dowell [4], and most recently by Reed,
Hanson and Alford [5].




A number of c¢lassic analytical methods exists for the investigation of
limit-cycle oscillations of panels in supersonic flow. In general, the
Galerkin's method is used in the spatial domain, and the panel deflection is
expressed in terms of two to six linear normal modes; and various technicues
in the temporal domain such as the time numerical integration [6-8], harmonic
balance [9,10] and perturbation method [10,11] are also employed. Nonlinear
flutter of orthotropic panels was recently studied [12] using the harmonic
balance method. All of the analytical investigations have been limited to
two-dimensional or three-dimensional rectangular plates with all four edges
simply supported or clamped. The classic approaches also indicated that at
least six linear normal modes are required to achieve a converged solution.

Extension of the finite-element method to study the 1inear panel flutter
problems was due to Olson [13,14]. Because of its versatile applicability,
effects of aerodynamic damping, complex panel configuration (delta and rhombic
planforms, etc.), flow angularity, inplane pre-stresses, and laminated
anisotropic panel properties <can be conveniently included in the
formulation. A review of the 1linear panel flutter using finite-element
methods was given by Yang and Sung [15].

Application of the finite element method to study the limit-cycle
oscillations of two-dimensional panels was given by Mei and Rogers [16,17].
Rao and Rao [18] investigated the large amplitude supersonic flutter of two-
dimensional panels with ends elastically restrained against rotation. Mei and
Weidman [19], Han and Yang [20], and Mei and Wang [21] further extended the
finite element methods to treat limit-cycle oscillations of three-dimensional
rectangular and triangular isotropic plates, respectively. In deriving the
nonlinear stiffness matrices due to large deflections in refs. 18, 19 and 21,
the strain components (au/3x) and (av/3y) have been neglected from the von
Karman strain-displacement relations. A high-order triangular plate element
with 54 degrees-of-freedom was used in ref. 20 and excellent agreement on
limit-cycle oscillations has been obtained between the f1n1te element single-
mode and the classic analytical six-mode solutions.

The eigenvalues, «x, versus dynamic-pressure parameter, (= 2qa3/30), for
a simply-supported square panel at two different amplitude ratios, c¢/h=0.0 and
0.6, for aerodynamic damping 95" 0 are shown in Fig. 1. A 3x8 gridwork in a
half plate was used. The curves for ¢/h=0.0 correspond to the linear small-
deflection theory. When =0 (in-vacuo), the nonlinear flutter problem
degenerates to large amplitude vibrations of plates and the eigenvalues are
real and positive. As A is increased monotonically from zero, the symmetric
stiffness matrix is then perturbed by the nonsymmetric aerodynamic influence
matrix, two of the eigenvalues approach each other, and after coalescence they
become complex conjugate pairs. The critical dynamic pressure Ac corresponds
to the Towest value of A for which first coalescence occurs among all limit-
cycle amplitudes c¢/h, and it usually corresponds toc the linear case c¢/h=0.0.

In the case of negligible aerodynamic damping 9,* 0, the flutter boundary
simply corresponds to A re When a<a cre ANy disturbance to the panel decays
and c/h » 0, For A>xcr, a limit- cyc1e oscillation exists with increasing

amplitude as ) increases. This situation can be seen more clearly by plotting
the panel damping-rate a and frequency w against dynamic pressure i as shown




in Fig. 2. For the case of very small damping, 9, * 0, instability that

corresponds to a positive a does not set in until after the two undamped
natural frequencies wy and wy have merged. If some damping 1is present,

g, > 0, the instability sets in a somewhat higher value of A than for the

case of zero-damping as indicated by the arrows in Fig. 2. This instability
is, however, not catastrophic. The panel response does not grow indefinitely,
but rather a limit-cycle oscillation is developed with increasing amplitude as
dynamic pressure )\ increases.

The limit-cycle panel deflections for a simply supported square panel at
several dynamic pressures A are shown in Fig. 3. It should be emphasized that
only an updated single-mode is needed in the finite element solution.

In Fig. 4, the panel amplitude of the limit-cycle oscillations is given
as a function of dynamic pressure ratio for simply supported square and
isosceles triangular plates. The critical dynamic pressures Aer obtained from

the analysis are 511.8 and 2022 for square and triangular, respectively. It
clearly indicates that the triangular panel is much stiffer than the square
one.

The increasing use of advanced composite materials on high-performance
aircraft and missile structures necessitates the determination of limit-cycle
motions of laminated composite panels. A finite element formulation for
analyzing nonlinear flutter of arbitrarily laminated composite rectangular
panels will be presented. The linear stiffness matrix is coupled between the
bending and the inplane nodal degrees-of-freedom due to unsymmetric
lamination, in addition the nonlinear stiffness matrix is also coupled due to
large deflections. The quasi-steady aerodynamic theory is used. Finite
element 1limit-cycle oscillation results of composite laminates will be
presented.
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DYNAMIC STABILITY OF LAMINATED COMPOSITE
SHELLS USING A SHEAR DEFORMATION THEOQRY
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Blacksburg, Virginia USA

EXTENDED ABSTRACT

1. Introduction

ODynamic instability of plates and shells includes such phenomena as
buckling under impulisive mechanical loads, vibrations induced by sudden
thermal loads, and instability due to pulsating mechanical loads. This
type of instability has been observed in the first walls of inertial
confinement fusion reactors and in the skin shells of aerospace vehicles
in transonic or low supersonic flights. In these cases failures may
occur at loads far below the static critical load and dynamic stability
analysis is an essential part of the design. For example, a flat plate
subjected to an in-plane load varying at a muitiple of plate natural
frequency will exhibit parametric instability and may buckle at load
ampiitudes far below the static critical buckling load. The load is
considered parametric since it perturbs the coefficients of the govern-
ing equations of motion and thus appears as a parameter in the equation.

Studies of dynamic instability of laminated composite structures
[1-3] are often based purely on analytical methods thus restricting the
scope of problems to simple geometries, loadings and boundary condi-
tions. The present study deals with the use of a shear deformation
shell theory and the finite element method to investigate dynamic sta-
bility of laminated composite cylindrical shells.

2. Governing Equations and Finite Element Model

The Sanders shell theory [4] used in the present study has the
following equations of motion:




aM aM
6 ,_2 _q -7

Xy Xy 2

£ Tyv + Tje,

where superposed dot denotes differentiation with respect to time, q is
the distributed transverse load, and Ny, Mi and Qi are the stress resul-
tants

() = 3 F e (= 1,2,6)
T gt 1 T
N Bk
Q0 = 1 T (o), of)yez. (2)
k=l ck_l

The inertias, T1 (i = 1,2) are defined by the equations,

7 o 2_ T - 1
L=0h+ Ry 2 =1+ R] I3,
N %k
(I1,12,13) = z I O(k)(lsCQCZ)dCs (3)
k=l 2y

and T% are the same as T1 except that Ry is replaced by R,.

The resulting finite element model is of the form

[M]{u} + [CI{4} + [KI{u} = {0} (4)
where
[Cl = A[M]
(K] = (K] + [Ky ] + [S(] + [Splcosat (5)
and

[KL] - linear stiffness matrix
[KNL] - nonlinear stiffness matrix
[Ssl - stability matrix due to static loads
[SD] - stability matrix due to dynamic loads.
The equation (4) with a time-dependent parameter is a Mathieu-Hill equa-

tion. The analysis presented here establishes the principal and second
order unstable regions of the system with and without damping.




3. Numerical Results

Numerical results for sample problems are discussed here. The
following material properties of a lamina are used:

E1 = 2552; G23 = 0.252; 613 = GlZ = O.SEZ; Vi * 0.25

A cylindrical shell made of four layer (0°/90°/90°/0°) cross-ply
lamination is studied. An axial sinusoidally oscillating load Ny is
used. Advantage of the symmetry is taken to moael a quadrant of the
cylinder (see Fig. la). The instability regions are shown in Fig. 1lb.

A cylindrical panel made of four-ply (0°/90°/90°/0°) lamination is
investigated (see Fig. 2a) next. An axial sinusoidally oscillating lcad
Ny is used, and a quadrant of the cylindrical panel is modeled. The
boundaries of instability are plotted in the Ince-Strutt diagram of Fig.
Zb-

In order to study the effect of thickness and aspect ratio on the
instability regions, three cases of plates were considered. The boundary
conditions used are the same as those for the cylindrical panel. The
Ince-Strutt instability charts are shown in Fig. 3 for comparison of
thickness effects and by Fig. 4 for comparison of aspect ratio effect.
Increasing thickness shifts the principal region towards the origin while
narrowing the instability region itself. Larger aspect ratios shift the
principal region away from the origin and narrows the instability region.
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ABSTRACT

Planar non-linear oscillations of a onedegree-of-freedom model of elastic cables under
subharmonic or superharmonic resonance conditions are studied. Second-order perturbation
analyses and numerical integrations of the equation of motion are developed. Parametric
investigations are performed for technical cables with various sag-to-span ratios to enlight the
main features of the dynamic phenomena.

INTRODUCTION

The planar motion of a parabolic elastic cable subjected to a vertical distributed load p(x,
t) is described by the equation

1
Hv' + EA/l1-(y + v')Jo(y'v' +v'i)dxt +Pp-uv = m¥v (1)

in the vertical displacement unknown v(x, t). This equation, which is valid in the case of
moderately large rotations and negligible longitudinal inertia forces, is accurate for studying
nonlinear dynamics of cables used in overhead transmission lines. Referring to assumed spatial
distribution of the excitation and deflected shape of the cable, and applying the Galerkin
method, equation (1) reduces to one dimensionless ordinary differential equation

'q'+q+p’?j+c2§2+c3§3 = p* s Qt 2
where quadratic and cubic nonlinearities occur, associated with initial curvature and stretching
of cable axis respectively.

Though primary and secondary resonances of systems described by equation (2) have
been analysed in several recent papers [1-4], few works have been concerned with elastic cables
(5-7]. In this paper, subharmonic resonances are studied through second order perturbation
analyses and numerical integration of equation (2), and the main features of these dynamic
phenomena are disct.ssed for technical cables with various sag-to span ratios.

ANALYSIS
Secondary resonances due to quadratic nonlinearity

Weakly nonlinear oscillations in the neighbourhood of these resonances are investigated




by letting =eq,u* =eu, p* =€ p, where q, i, p are 0(1) variables and ¢ is a small but finite
parameter. Equation (2) reads

q‘+q+euq+ec2q2+ezc3q3=pcosﬂt k)
and a second-order approximation to its solution is sought through the multiple time scales
method. Secondary resonances occur if Q=1/2 or Q=2

To study the former case (2], superharmonic resonance of order two, the frequency of the
excitation in written as 2Q =1 + ¢ 5, where a detuning parameter £ 8/2, describing quantitatively
the nearness of Q to one half the cable natural frequency, appears. In terms of dimensionless
actual quantities, the frequency response equation for steady-state oscillation is obtained

22 2
Ka 2 2. M2 2 4 G 2 22
T trcalto +—8)az=c2A[(1-§)+u.c6] @

where 2A = p/(1 - @) is the amplitude of the forced term occurririg in the time law for q(t) and
a is the amplitude of the superharmonic component of order two. This latter exists for all initial
conditions.

To study the case Q =2, subharmonic resonance of order one half ,we let Q = 2 + ¢ 5. With the
ordering assumed for damping and excitation, so called second-order theory [1], the frequency-
response equation for steady-state oscillation reads

u2a?
4

and shows the possible occurrence of both the trivial and a non trivial subharmonic of order one
half in the response. Stable finite amplitude subharmonic occurs only in some regions in the
parameter space of the excitation. Where both the trivial and the non-trivial solution can occur,
which one actually settles down depends on the initial conditions.

Secondary resonances due to cubic nonlinearity
The new ordering @=¢eq, u* = e¥L, p* = € p is let, leading to the equation

2

2 .
c 2 W22 2.22 2 22
+(E+c4a + ¢ A +—8)a=c2Aa[(1--2-)+p.c3] &)

q+q+ ezuq + ec2q2 + t-:2c3q3 =pcosQt 6

Secondary resonances are seen to occur to the e-orderif Q=1/3 orQ=3.
To study the former case, superharmonic resonance of order three, we let 3Q = 1 + %5 and
obtain the frequency-response equation

0 =-(ca’ + ¢ A) T (GA°/a’-pP/0)'” @

where a is the amplitude of the superharmonic component of order three occurring again in the
response for all initial conditions.

To study :he case Q= 3, subharmonic resonance of order one third, we let Q = 3 + ¢% and obtain
the frequency-response equation for the non-trivial subharmonic component of order one third

6 =-3(c, al + csAz) t 3(ch A%al- u2/4)m 8

Since the trivial solution is a possible stable steady-state solution, regions of existence and
stability of the finite amplitude subharmonic are determined. :




RESULTS

Some results are presented for prestressed cables vibrating with the first (symmetric)
mode, with sag-to-span ratio ranging from zero up to about 1/40 and technical vaiues of the
axial rigidity-to-initial tension parameter (EA/H = 500). Equation (4) is plotted in figure 1. The
order-two superharmonic resonance phenomenon is as stronger as the cable is slacker. Apart
from the nearly taut cables showing hardening behaviour, the response is more and more
softening as d/1 increases due to the increased importance of the quadratic nonlinearity. Two
curves obtained to the first order approximation are also reported in figure 1 (thick line) for
comparison. Besides the absence of bending, the main difference is concerned with the peak
amplitude value, which is lower for a sagged cable and slightly higher for a nearly taut cable.

The curves obtained by plotting equation (7) for the order-three superharmonic resonance
are very similar to the tormer ones: the more strongly nonlinear response still occurs for the
slacker cables, notably influenced by the quadratic nonlinearity, but the peak amplitude values
are quite lower than in the order-two resonance.

In the two time laws of steady-state response obtained perturbatively in the
neighbourhood of Q= 1/2and Q =1/3, both the superharmonic component of order two and
that of order three are present, to a different order which is exchanged in the two cases. This
interaction is confirmed by the results of numerical integrations of equation (2) which are in
good agreement with the perturbation results (fig. 2) and show how the 2Q-harmonic becomes
the more important one even in the neighbourhood of Q = 1/3 as the excitation amplitude
increases (fig. 3). Moreover, in this case, the numerical results become more and more hardening
and show the occurrence of an upper branch of superharmonic response at amplitude and
frequency values of technical interest, contrary to the perturbation results which predict such
branch to occur at unreliable response parameter values.

Equation (5) for the order one half subharmonic resonance is plotted in the lower part of
figure 4 for a nearly taut cable (thick line) and an actually sagged cable (thin line). Intermediate
cables exhibit higher response amplitudes close to perfect tuning. In the upper part, the regions
of existence (I), of possible existence (IIT) and of non-existence (I) of the stable non-trivial
subharmonic are shown in the parameter space of the excitation. Region I and Il are exchanged
for the two cables since they exhibit different spring behaviour. Results of numerical
integrations validate the predictions of this second-order perturbation solution, except for the
occurrence of the subharmonic component at large negative o-values with the sagged cable, a
physically unrealistic finding which is likely to be due to the order considered in the asymptotic
expansion.

P For the same two cables, figure 5 shows in the lower part the frequency response equation
(8) for the order one third subharmonic resonance and in the upper part the regions of possible
existence (II) and of non-existence (I) of the stable non-trivial subharmonic. These regions differ
notably from each other for the two cables. In particular, as p increases, this subharmonic
phenomenon becomes meaningful mostly for the sagged cable, whose region of existence
extends over perfect tuning. However the response is found to be more weakly nonlinear in the
one third than in the one half subharmonic oscillations, confirming the behaviour obtained in
the corresponding superharmonic.




CONCLUSIONS

The main conclusions are summarized as follows. -

1) The quadratic nonlinearity associated with the initial curvature plays an important role in the
cable forced dynamics. This gives rise to some interesting features of the response. i) The
oscillation amplitude is notably higher for the sagged cables than for the nearly taut cables,
even in the neighbourhood of the secondary resonances due to the cubic nonlinearity. ii) In
this neighbourhood, the response of the system is more weakly non-linear than close to the
resonances due to the quadratic nonlinearity, where the amplitude of the secondary
component can reach important values, some times higher than those of the forced
component. iii) In the superharmonic cases, in which significant interaction between the two
main (2Q and 3Q) superharmonic components of the motion occurs in the neighbourhood of
the two resonant frequencies, the order-two superharmonic becomes the more important
one also near Q= 1/3 as the excitation amplitude increases. iv) As larger is the sag, as lower
is the excitation amplitude to which the one half subharmonic can occur, and as more
important is the one third subharmonic with increasing excitation amplitude.

2) Use at least of a second-order approximation in the perturbation solutions is essential to
accurately describe the cable nonlinear dynamics. In particular, the so called second-order
theory must be referred to when treating the order one-half subharmonic resonance.

3) The findings of the approximate solutions obtained are validated by the results of numerical
integrations in a rather large range of values of amplitude and frequency around perfect
tunings. As the excitation amplitude increases, the perturbation solutions fail to the
approximation considered.
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The dynamic response of a two-degree-of-freedom seismically mounted rotor system
with cubic non-linearities is investigated. The rotating machine is subjected to internal
forces caused by the eccentricity of the center of mass of the rotor. The equations
of motion of the system are determined using Lagrange’s equation. The method of
multiple scales is then used to determine the response of the system. The response of
the system is determined when the excitation frequency is near the first and second
modal frequency under noninternal and internal resonance conditions.

INTRODUCTION

Rotor machinery such as turbines and compressors are designed to operate in a vibra-
tion free manner. However, bearing misalignment, material heterogeneity, geometric
variations, and rotor shaft deflections, collectively or selectively, cause the rotor axial
mass center distribution to be non-coincident with the bearing axis. In general, the lo-
cus of the mass centers of the discretized rotor cross sections defines a space curve with
respect to the bearing axis. Such a deviation is termed rotor mass center eccentricity
and causes time dependent bearing forces to occur in the rotor housing. If the housing
is mounted on a foundation isolation support system, the time dependent bearing forces
will cause a motion of the housing and also gives rise to internal stresses.

The housing support system is supposed to decrease the foundation forces from the
values appearing at the bearing support. However, in order to determine the extent
of the decrease, the motion of the housing, which dictates the transmitted foundation
forces, must be known. In turn, the housing motion is affected not only by the bearing
forces but also by the foundation support system forces. The net result is a complex
énterde[p]endent set of relationships between the housing motion and the foundation
orces |1].

Vibration, due to motion of the housing-rotor system, may be enough to cause
malfunctions in sensitive equipment located nearby. The quality of the work from
fine machining may deteriorate as a result of this vibration. Hence, the source of
the vibration should be isolated from sensitive equipment. If the vibration cannot be
reduced by dynamic balancing, or by relocating the rotating machine, it is often possible
to isolate the rotating machine on a seismic mounting [2]. A seismic mounting is formed
by interposing resilient materials between the machine and its supports. The resilient
material is typically in the form of steel springs, rubber isolators, or air springs. One
of the most common materials that is used to isolate machines is rubber [3]. Under
compression, a rubber spring will have the characteristics of hardening spring. Often,
designers ignore the non-linearity of actual springs. However, non-linear systems exhibit
phenomena that are not predicted using a linearized analysis. Many excellent analytical
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and numerical studies have been done on the oscillations of non-linear systems with
quadratic and cubic non-linearities by Abu—Aris and Nayfeh (4], Burton and Rahman
E}, Mook et al. (6, 7|, Nayfeh [8-12], Nayfeh and Zavodney (13|, Nayfeh and Jerbil [14],

aut et al. (15, 16], Tezak et al. {17], and Ibrahim and Barr [18]. To investigate the
effects of the seismic mounting on the dynamic response of a rotating machine the two
mass-hardening spring-damper model is used in this paper. The principal resonances
in the rotor system tuned to an internal resonance due to cubic non-linearities (w; = 3w,)
are investigated.

EQUATIONS OF MOTION

The equations of motion of the rotating machine are derived by using Lagrange’s
equation. The generalized coordinates used for the two—degree—of-freedom rotating
machine, as shown in Figure 1, are z; and z; which are the vertical displacements of the
center of mass of the housing and base from the static equilibrium positions, respectively.
The springs and dashpots are assumed to be identical for all the supports. All the springs

have a non-linear cubic type hardening characteristics. The load—displacement curve is
described by

F(z) =kz+ l—kz’%z’ (1)
a
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Fig. 1'Schematic of rotating machine

The equations of motion of the rotating machine can be written as

- . . kyx3
Myg(1+ ryep)2) +4k1(zl - :2) = 4c1(=3 - zl) + ;T(zg - 22)
1

+ E—},ﬁ(ﬂzg - 2123)6 — My (raapefl? cos(ft)) )
1
Myrypia + 4k, [(1 +ry)zg — 21] = 4¢3 [ix -(1+ rc):l':g]
kx? 4 a1, kyx3 2
+ 3?1'[11 -1+ rk/rd)z,] + ?1—(:113 — z9izq) (3)

where Mp, Mp, My, ¢, d, k, ryap, rMD, xy ty O, are the mass of the base, mass of the
rotor, mass of the housing, damping coefficient, asymptote of the load—deflection curve
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of spring, stiffness, mass ratio of the rotor to housing; mass ratio of the base to housing,
ratio of the initial stiffness of springs, excitation freqi¢ency, and time, respectively. Dots
indicate differentiation with respect to the time t. The equation of motion of the system
in a non-dimensional normalized form can be written as

2
YY" +A3Y, = é{ Z (CamYm + NLinmY¥m + NL1amY1YaYm] + En1? cm(ur)}, n=12 (4)

m=l

where the A3, Camy NLinmy NLlanm, En, and v, are constants, ¢ is a small non—dimensional
parameter, and the prime denotes derivatives with respect to the non—dimensional time
r. In equation (4) the damping matrix C,,. can be decoupled by using the modal
orthogonality condition.

METHOD OF SOLUTION AND RESULTS

Following the multiple scale method [19], an approximation to the solution of the
non—-dimensional normalized equations (3) and (4) can be expressed as

1’1 = Yxo(ﬁn T?) + ‘21’12(1'0,1':) + 0(‘3) (5)
Yz = Yoo (T0, T3) + €2 Yaz(To, Ta) + O(s®) (8)

Through the solution of equations (5) and (6) the influence of stiffness and damping
of the supports and the overall eccentricity of the rotor housing system on the response
amplitude has been investigated. Some of the numerical results are presented in Figures
2-4 for the following cases:

1. Noninternal resonance conditions with I s w, and O & w,
2. Internal resonance conditions when

a. 0 ww; and wq s 3wy

b. O mwy; and wy = 3w,

Q
e
(a) :
H
w | =008 =02 ','
=1 ¢ =.010,¢ = 032 "
¥
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; 3- r, = 028
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Fig. 2 The variation of response amplitude a, as a function of detuning parameter o5, with
damping ratio ¢. (My = 37.27 Slugs, k = 4,658 lb;/Ft, raep = 10, rpqp = 0.3,
eccentricity=e = 0.008 F't, d = 0.05 Ft, r, = e¢3/d?). (a) Noninternal resonance condition
with Q = wy; (b) noninternal resonance condition with 0 =5 w,.
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Fig. 3 The variation of response amplitude a, as a function of detuning paprameter o;, with
asymtote d (My = 37.27, Slugs, k = 4,658 Iby/Ft, raqg = 8.44, raqp = 0.3,
eccentricity=e = 0.008 Ft, d, = 0.02 Ft, d3 = 0.03 Ft). (a), (b) Internal resonance
condition with 1 = w; when w3 = 3w;.
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Fig. 4 The variation of response amplitude a, as a function of detuning parameter o,, with
asymptote d (Mg = 37.27 Slugs, k = 4,858 lbs/Ft, rpqp = 8.44, ryqp = 0.3,
eccentricity=e = 0.008 Ft, d; = 0.02 Ft, d3 = 0.03 Ft). Internal resonance condi-
tion with 1 = w; when w3 = 3w;. —a; = 0,83 # 0 with r,; = 0.16 and r,3 = 0.071,
- - - a1 #0,a3 # 0 with r,; =0.071, ---a; # 0,a9 # 0 with r,; = 0.186.
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ABSTRACT

Forces acting on structural and mechanical systems often appear in
the coefficients of the equations of motion and are called parametric
excitations. A parametric excitation containing two harmonic components is
considered here. In the resonance case which is treated, the sum of the two
parametric frequencies is approximately equal to twice a natural frequency
of the system. Multidegree-of-freedom systems with weak quadratic and cubic
nonlinearities are investigated, and results are obtained by means of the
method of multiple scales.

ANALYSIS

The following system of equations in un(t) is considered:

2

u o+ 252un6n + mzun + 2¢ I cos (th + 1) ¢ anu.
n n m=1 j=1 M3
(1
+ ¢ ; ; A.knu.uk + €2 ; ; ; r'klnujukuv= 0; n=1,2,...
j=1 k=1 <7 j=1 k=1 =1 J :

The w_are the natural frequencies of the linearized svstem; ¢ is a small,
constant parametcr: the Ajkn and ijln are constant coefficients of the

M




. . m
nonlinear terms; the W, are constant damping coefficients; and the Q.n, X,
and T, are constant excitation amplitudes, frequencies, and phases, }espec—
tively.

Assume that
1ty T 2w _ *ceo (2)

where ¢ is a detuning parameter. The method of multiple scales leads to the
asymptotic solution

un(t) = an(Tz) cos [mnt + Bn(TZ)] + 0(¢) (3)

where T, = 82:. In the steady state, a_=0 for n#q (assuming un>0), and
solutions aq depend on the parameters of the system.

RESULTS

Various plots of the steady-state amplitude a_are presented in Figures
1-4. Solid lines denote stable solutions and dashed lines denote unstable
solutions. There is always a trivial solution, a =0. When no nontrivial
solutions exist, the trivial solution {s stable. then there is one non-
trivial solution, it is stable and the trivial solution is unstable. When
there are two nontrivial solutions, the larger one is stable, the smaller
one is unstable, and the trivial solution is stable.

In Figure 1, a_is plotted as a function of 0 for two sets of system
parameters. The be aﬁ}or nay be hardening, as in (A), or softening, as in
(B). For Figure 2, Q = Q = Q and the other excitation amplitudes are
assumed to be zero. ifn (A?:1 U  and 0 are both zero, and the nontrivial
solution a_ is proportional to QY 1In (B) and (C), u_=0 while ¢ has opposite
signs. Inq(D) and (E), uq>0 and different sets of parameters are chosen.

The response amplitude depends on the relative values of A, and ..
Let Y = X_/24 . The variation of a with y is shown in Figure 3]for three
typical casesy with w=0 1in (A) and py.>0 in (B) and (C). The relative
values of the pexcitation amplitudes also affect the response amplitude.
For Figure 4, Q  =Q, Q is fixed, and the other excitation amplitudes are
assured to be zeto. fHI(A) and (D), u =0, while y >0 in (B) andg (C). It
is seen that various types of behavior %an occur, dgpending on Q and the
system parameters. @

ACKNOWLEDGEMENT

This research was supported by the U.S. Army Research Office.




AMPLITUDE

AMPLITUDE

AMPLITUDE

3.4
2.2
1.0
.l
-0.2
-18 -12 -6 0 6
SIGMA
(R}

Figure 1.

AMPLITUDE

17 7.0
14
11 E: 4.5
>
'—
8 =
a
=
5 < 2.0
2
- -0.5
0 2 4 6 8 10
Q
(A)
7.25
4.75
2.25
—0250 " 2 3
Q
(o)
Figure 2.

Response amplitude aq

0.55

0.35

AMPLITUDE

AMPLITUDE

Response amplitude aq as a function of detuning parameter ag.

5.4
4.9
4.4
3.9
3.4
2.9
2.4
1.9
1.4
0.9
0.4

-0.1
0

-0.05

0.0

as a function of Q, where Q=Q

0.2

’E)

1 Qz
qq qq°




30 3 3
25
w w? w?
320 I S S
= = =
| - -
Q Q Q.
318 = =
< <y <4
10 / \
? t
5 0 o— '
0.0 0.5 1.0 0.0 Q.5 1.0 0.0 0.5 1.0
GAMMA GAMMA GAMMA
() - (B) ©
Figure 3. Response amplitude aq as a function of y; Y=A1/2wq.
19 6.5
5.5
L B 45
2 2 35
g ° g 25
= = )
< <15
0.5
-1 -0.5
0 5 10 15 20 0 2 4 6 8 10
Q Q
(A) (8)
4.9 1.5
3.9
] w
S 29 >
; e ’c::, 0.7
(e I
2 AN 2
0.9 N
\. _________ —
B e -0.1
1 2 N) 0 i 2 3 4 5
Q Q
() (D)

Figure 4. Response amplitude aq as a function of Q; Q=Q;q, szlq fixed.




QUENCHING OF SELF-EXCITED VIBRATIONS
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ABSTRACT

A passive method for suppressing self-excited vibrations is
proposed. The system consists of a mass and damper attached to the main
self-excited system. Free and forced vibrations are considered. A
first-order approximate solution of the governing nonlinear equations is
obtained using the method of multiple scales. The analysis shows that
complete quenching of self-excited free vibrations is possible for some
values of the system parameters. The results are verified by numerical
integration of the governing equations. For the forced self-excited
system, the case of primary resonance is investigated. The analysis
shows that the proposed system is quite effective in suppressing the
amplitude of vibrations. Furthermore, it causes a frequency shift and
eliminates the unstable region in the response.

1. INTRODUCTION

Quenching of self-excited vibrations has been attempted using
active and passive methods. Asfar e: al [1] analyzed the response of
self-excited oscillators to multifrequency excitations. They concluded
that under certain conditions, the free oscillations may be suppressed
by the presence of non-resonant excitations. The dynamic vibration
absorber for self-excited systems was first investigated by Mansour
[2]. He concluded that an absorber may not be quite effective in
suppressing self-excitation effects due to negative damping. Tondl [3]
extended further the analysis of Mansour. In conclusion, the absorber
can be effective in suppressing self-excited vibrations only when the
ratio between its mass and that of tne main system is adequately high.
In the present paper, a vibration suppression system known as the
Lanchester damper is proposed for the quenching of free and forced self-
excited vibrations.

2. PROBLEM FORMULATION
The differential equations of motion are
du du

d u, du du

I SR ST o _t
T el -3 @) R - (1)
d’u du du
2 2 1
+y (g -g7) =0 (2)
e T

In what follows, we determine a first-order approximation to the
solutions of equations (1) and (2) for ¢ << 1,




3. ANALYSIS

Using the method of multiple scales [4], we seek an approximate
solution in the form

ui(t;e) = uio(T°9T1) + euil(To,Tl) + ..., 1 21,2 (3)
The solutions of the equations governing u,, and u,, are written as
iT, - -iT
u,=AT)e +ne ° (4)
iT - -iT
= o 0
Upo = 5(Ty) + g Ae T+ o ()

The solution of the equation governing u, K contains secular-producing
terms. Therefore, to render the expansion (3) uniform, these terms must
be eliminated. This condition leads to the following equations
governing the amplitude and phase

rs%(l-%a’-—l%—,) (6)
8’=-———R-% Y (7)
2(1+y )

The condition for which a + 0 (written in terms of the system
parameters c,u,k,M) is
2 i i
km km? km?
ccr=2uM‘(M) [uz'll (8)
Figure 1 shows the relation between the critical damping coefficient and
the mass m. Any point on the curve (c,m) would produce complete
quenching of the self-excited motion amplitude. There is a threshold of
the damper mass m below which no quenching is possible unless a very

high value of damping coefficient is used. Beyond this threshold, a
sharp drop in the value of (.. occurs.

Equations (1) and (2) are numerically integrated to verify the
result obtained by the perturbation solution. A point with the values c
= 10 and m = 20 is picked on the curve in Figure 1, for K = 100 and M =
100, for the numerical integration. Starting with arbitrary initial
conditions, we find that the amplitude of the self-excited motion decays
with a small rate and continues to decay and goes to zero after a long
time, Figure 2a. If the damping coefficient is decreased below the
critical value (keeping m constant), the amplitude of the limit cycle
remains unchanged and no quenching is produced, Figure 2b. When the
damping coefficient is taken higher than the critical value, the decay
rate increases and a trivial response is obtained after few time cycles,
Figure 2c.

4. FORCED RESPONSE
Here, the response of the self-excited system to a monofrequency

excitation subjected to the action of the mass-dashpot system is
investigated. The governing equations are




u, +u, = el - % Gf) + eR(4, - G,) + f cosat (9)
u, + v(i, - 4,) =0 (10)

The case of primary resonance is_considered here. Therefore, the
excitation amplitude f is ordered as f = ¢f. An approximate solution
using the method of multiple scales is sought in the forms (3) and
(4). The equations governing the amplitude a and phase y are given by

. 1 Ry 1
ay’ = aos - 5 a+ 3 f cosy 11
21+2 2 ()
ol Ry Ll
a” =5 (1 1+12 a-ga +5 f siny (12)
where v = oT, - 8. The steady-state frequency-response equation s
2 2
1 R f R a4 &
ezt iG-(1-—5-P (13)
Fi 1+Yz az 1+Yz ]

where o is defined by 8 = 1 + eo.

Figure 3 shows the effect of varying the amplitude of the
excitation f on the response. For small values of f, there exists two
branches; a lower single-valued branch close to the o-axis,
and a higher closed curve branch in the form of an oval. As f
increases, the oval expands and the lower branch moves closer to the
oval. At some value of f (which depends on R and y), the two branches
coalesce and form one continuous multivalued curve. As f increases
further, the multivalued region decreases and eventually becomes a
single-valued response curve. The curve also moves away from the
o-axis as f increases. In all figures, the solid curve represents the
stable solution, while the dashed 1ine represents the unstable solution.

Figure 4 shows the effect of the parameter R on the response. When
R is equal to zero, the response curves are those discussed in [5]. As
R increases, the two branches approach each other and eventually form a
single continuous curve. The maximum amplitude decreases, and the axis
of symmetry shifts to the right. As R increases further, the curve
becomes single valued and moves to the right and closer to the o-axis.
The effective damping in the system becomes positive for R > 5 (for
vy = 2). A1l of the response curve becomes stable.

The effect of changing y on the response is shown in Figure 5. For
small values of y, the response curve is single valued and its axis of
symmetry is away from the o = Q0 axis. As y increases, the axis of
symmetry shifts to the left, the curve becomes multivalued, and the peak
amplitude increases. As y increases further, the curve separates into
two branches; an oval and a lower branch. The axis of symmetry shifts
further to the left, the oval moves away from the ¢-axis, while the
lower branch moves closer to the o-axis. For higher values of y, the
axis of symmetry becomes very close to the o = 0 axis, and there is
1ittle change in the response curves. The response of the system
approaches the case with no damper.

—



5. CONCLUSIONS

-The results presented in this paper show that the mass-damper

system is quite effective in quenching both free and forced self-excited
vibrations. When compared to the dynamic vibration absorber, it is
found that the present system is superior since it has less components
and does not require any tuning to the excitation frequency.
Furthermore, it can be used in those systems where resilient foundations
are impractical to use.
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Efficient Solution of Constrained Equations of Motion by Recursive Projection
by
Roger A. Wehage

Mechanical Engineer
US Army Tank-Automotive Command
Warren, MI 48397-5000

This paper illustrates a method for representing joints, equations of motion and topology of
articulated mechanical systems in factored matrix form, which results in large systems of loosely
coupled equations amenable to sparse matrix manipulation. Optimal matrix permutation,
partitioning and recursive projection techniques are then applied to symbolically lay out an O(n)
solution strategy which follows the system's natural topological profile and generates the necessary
uncoupled equations. When combined with symbolic equation generation and optimization
techniques, it offers the potential for highly efficient and general purpose computer programs.

An n degree-of-freedom (dof) mechanical system is composed of joints and generalized
coordinates defining joint and absolute displacements and motion relative to a global reference
frame. Each joint is assigned a reference and referenced side, a center and a positive orientation or
direction as indicated by an arrow. The referenced side of a joint holds other entities such as
inertias, profiles, force elements, joints, etc. and it is the only entry point into an element. The
reference side of a joint can be held by only a single joint (element) or the global frame (ground).

Define an inertial global Cartesian reference frame with 1 < d < 6 orthogonal spatial
directions (for example, d = 3 implies planer and d = 6 implies three dimensional or spatial) and
joints a, b, ¢, ..., p (p = number of joints) with resp. d,, dy, dc, ..., dp internal dof. Each joint has
d reference and referenced absolute coordinates relative to global. Mechanical systems are
composed of trees formed from roots, branches and leaves of interconnected joints and elements.
The tree represents a path for traversal of the system of joints. Moving from root toward leaves
represents upward traversal of the tree and its joints. All joints are oriented upward in the tree.

Joint connectivity and reachability is defined by sparse, lower triangular, inversely related
(dp x dp) € and R matrices with unit determinant. To construct € and R, refer to Figs. 1 and 2 and

think of them as a p x p arrays of d x d cells filled with zeros into which +I's are inserted. Label
the rows and columns as a, b, ¢, ..., p. Trace upward through the tree of joints labeling them in
sequentially increasing order. For each joint *, place I in cell (row *, column *) of C, resp. -l in
cell (*, *-1), where *-1 means holder of *, not necessarily the next lower letter in the sequence. To
construct R, start at each joint * in the tree, trace outward traversing each reachable joint @ in the
path and enter I in the corresponding cell (@, *), or simply invert C.

To simplify the following development, all joint and element displacement, velocity,
acceleration and force components are referenced directly to a global frame. Let joints a and b be
adjacent where joint b allows dy, < d dof (specific joint characteristics are not important here), then
ad x d, velocity influence coefficient matrix Hy, dp generalized coordiantes qp, and product Hypqy,
define the displacement and velocity of b with respect to a. If v, and v, define element a and b
absolute velocities (linear and angular components), then

Vb-Va+Hbq.b (l)
Differentiating Eq. 1 yields absolute accelerations
ap=a +Hpdp+y, ()
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where v, absorbs components of acceleration which are quadratic in first derivatives. The inertia
matrix is given by d x d matrix M. Combined absolute force and moment components are
denoted by d x 1 vectors fy, gy, etc. The unconstrained equation of motion for element b is
Mpap=gp+fp (3)
where g}, absorbs inertial forces due to those acceleration components quadratic in first derivatives

and any external effects such as weight, springs, dampers, etc, and f,, represents the reaction and
internal forces at joint b.

The matrix H}, defines tangents to the joint constraint surface along which relative motion

takes place and upon which the internal constraint reaction force f; acts normal to, so that
Hgt t = 0. The remaining forces in the joint, t't',, acting tangent or parallel to the surface (i.c. in the
direction of qy,) are called generalized forces Q,, and thus Hgfﬂ. Qp. Lettp= fBL+ fﬂ and

Hit,=0Qp @
Keeping in mind the sign conventions on a joint, the force ty, acts positively on element b as
indicated in Eq. 3 and negatively on element a.

Using connectivity matrix C, the equations of motion for an arbitrary mechanical system are

Cv=Hq (5)
CasHq+y (6)
Ma=g+CTt )
HTt.qQ (8)

T T T
bt T . v T T . TA~T .
where q-[ﬂa.qb....,qgj , q-[ a.qb....,q;] , o-[oa,ob,_,,oj , H-duanga,Hb....,HpJ,

T,T T T.T T T T T
"'[Vao"b----s"j ,7-[73.75...,1,11 ,'-[ll!;---.lj ,9-[91.9&....9;',1 ,f-[fl,fl...,fq

andM-diag[Ma, Mb,...,MpJ. Equations 6-8 are combined in matrix form as
M -CT 0
a
c o -H|t]- 9
o W' o |9

0O <= «a

Finding an efficient solution of Eq. 9 is relatively straight forward when the matrix
structure is carefully analyzed. To illustrate the procedure, the 4-element serial mechanism shown
in Fig. 1 is analyzed. For any system represented by a tree, the optimum pivotal strategy for
minimum matrix fill and computational overhead requires forward elimination starting from the
leaves, progressing toward the root and the reverse process for back substitution. Matrix € defines

the optimum permutation order for forward elimination (up and to the left in cT) and back
substitution (down and to the right in C). Observe that this is exactly the reverse (only to keep the
variables in natural order in the permuted matrices) of what one generally encounters in the
literature, so think of UL factorization instead. For convenience in the previous examples, the
elements were labeled a, b, ..., p in a natural ascending order so Eq. 9 can be permuted into
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~ -
Ma il 0 0 | -
T - Xa bl
M o lx Y
I Mp | - bp (10
T - pod =
0 -1 Mc T |I%c| |Pe
_T_ X b
M, -1 O
_ 2 _[oro] _ |*a] _ |9
whereMa=f 1| 0 -H,al I'={000| xaa}f | ba=|y, |,etc. One could solve this problem by
T 000 . a
0 Ha 0 Qa a

UL factorization but the structure of the diagonal matrices makes that impractical. It is more easily
handled by matrix partitioning. Consider the linear system of equations Ax =b partitioned as

A1Aq2fixq| _|by . :
= . Aj1X +AoXomby AsiX,+AnsXsab
[A21A22 S where A2z is nonsingular. Then Aj1X +AaXo=by, AgyX +AxXsaby
yields
. 11
"2"22["2"‘21"1] (11)
and
-1 _1
[A11"12‘22“21]"1'b1°A12A22b2 (12)

Rename this reduced system of equations in Eq. 12 as By = ¢ and partition again as above to obtain
By1y1+Bqaya=cq Bayy{+Booys=cywhere B2z is nonsingular. These new equations yield

vz-a;;[cz-amn] (13)

and [311 - 5123'212321]“ -cq- 31252 c,. The process continues until the last matrix is small
enough so that it is easily invertible which completes the forward elimination step. Say
Byy-By2B,5,Bpy is obtained in the last step, then back substitution starts with

. T
. _ T
Y, .[a” - 3123212321] 1[.:1 - 51232; °2] and follows with Eqs. 13 and 11 where x 4 -[y1,y;] .
Eventually the entire vector x is evaluated.
Following the above pattem, the first partitioning of Eq. 10 starts as

Mal 0 O
a - -_
T r.xa by
-1 Mp I O Xb by
T . - | =1 - (14)
0 - Mg 1 Xc be
T Xd by
0 0 -1 Mg |-
-l

where the submatrix M4 must be inverted. This inversion can be simplified by first partitioning My

10 -1 My

4

-1
My-I 0 1 . .
and noting that[ d -[ ] After some effort and using the basic identity




-1

-1
T, - 4 i
A's] E£-a"80,FT.08"a",P.1-eB andpisa

T - where D -[B
projection matrix such that P2« P, it can be verified that the desired inverse is
Gy PI Eq
—-1 P
T T
E,-F, D
e T e 1" o T - T
where Md =My, Dy -[Hd Mde] , Ed-Hd Dd’ Fd-Md Eg, Gyg=Eqy Hd , Pd=Fqg Hd yPg=l- Fd,
Mz =Py M;. Matrices M;mz are the effective/projected (across joint d) inertias of element d.
Now using Eq. 11 as a guide, the partitioned Eq. 14 and Eq. 15, it follows that

T
Gy Py Eg %a
- p —- T -
Xg=] -PyMy Fy bd-[ 0 0 -} ] Xp (16)
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Only the last equation of Eq. 16 is necessary for solving the equations (see Eqs. 6 and 7), thus

. T T

4d 'Ddod*EdQZ'Fd['c"Yd] am
where 9; =g4 and g; is the effective force on element d. Note the introduction of redundant

. o .
effective inertias M; =My and forces g4 = 94 at leaf elements for consistency.
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Using Eq. 12 as a guide, the matrix corresponding to A1 - A12A53A2 is now evaluated.
Setting up the matrix products from the partitioned submatrices of Eq. 14 and Eq. 15 reveals that to
updaic the entire expression requires only the single operation M: =M. +M§ where, as above, M:
is the effective inertia of element c. Updating the right hand side, corresponding to Eq. 12 yields

T
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Bp| =|Bo|-Jo |]-PyM] Fg |Ba (18)
be bel L! T T
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which also requires only a single computation

3:'9c*93’uz?d'Fd°d (19)
where 93- Pdg; . The quantity g: is the effective force acting on element ¢ and gz is the
projected force across joint d. If element ¢ should happen to hold more than one joint, then M: and

g : would receive projected components across each such joint. At this point the first step of
forward elimination is complete and the reduced system along with its next partitioning becomes
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subscripts, i.e. (¢ — b and d — ¢), etc, and using the effective mass M® and force g°. With the
additional equations, Egs. 6 and 7 and matrix C, the sparse matrix algorithm is now complete. A
more detailed development of O(n) solution algorithms for both open and closed kinematic-loop
systems is given in Ref. 1.

abc d abecd abcd
aftooo a[tooo al[tooo
a bl-11 00 b bl-11 00] c bi-11 00
C=clo-11 0 Co=clorr ol C=clio1 0
dloo-1i dlo-101 d-1o001
abcd abcd abecd
afjlooo all1 000 al1000
a bjitoo b bl1100] ¢ bjti1oo
Ro=cliniol B=cliiiol R=lioio
dlitn dli1on dlt ool

Figure 2 Connectivity and Reachability matrices for the mechanisms in Fig. 1
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GLOBALLY CONVERGENT NUMERICAL ALGORITHMS FOR
NONLINEAR SYSTEMS OF EQUATIONS

Layne T. Watson
Department of Computer Science
Virginia Polytechnic Institute & State University
Blacksburg, VA 24061

Abstract. There are algorithms for finding zeros or fixed points of nonlinear systems
of equations that are globally convergent for almost all starting points, i.e., with probability
one. The essence of all such algorithms is the construction of an appropriate homotopy map
and then tracking some smooth curve in the zero set of this homotopy map. There are three
distinct, but interrelated, aspects of homotopy methods: 1) construction of the right homotopy
map, 2) theoretical proof of global convergence for this homotopy map, and 3) tracking the
zero curve of this homotopy map. The first aspect is currently still an art, although this is
much better understood now due to the accumulation of computational experience. Although
much remains to be done, significant progress has been made on the second aspect. Global
convergence has been proved for Brouwer fixed point problems, certain classes of zero finding
and nonlinear programming (both unconstrained and constrained) problems, and two-point
boundary value approximations based on shooting, finite differences, spline collocation, and
finite elements. Recently A. P. Morgan obtained some elegant results for polynomial systems,
for which homotopy methods are guaranteed to find all the solutions.

Homotopies are a traditional part of topology, and only recently have begun to be used
for practical numerical computation. The algorithms described here are known as probability
one globally convergent homotopy algorithms, which are related to, but distinct from, contin-
uation, parameter continuation, incremental loading, displacement incrementation, invariant
imbedding, and continuous Newton methods. These algorithms are also referred to as “contin-
uous” methods, to distinguish them from the simplicial homotopy methods, whose theoretical
foundations date back to the very origins of topology.

The frameworks for fixed point and zero finding problems are slightly different, so they
will be discussed separately. The fixed point problem will be considered first. Let B be the
closed unit ball in n-dimensional real Euclidean space E™, and let f: B — B be a C? map.
Define p, : [0,1) x B — E™ by

Pa(A,2) = Mz ~ f(2)) + (1 - A)(z - a). (1)

The fundamental result is that for almost all a (in the sense of Lebesgue measure) in the interior
of B, there is a zero curve v C [0,1] x B of p,, along which the Jacobian matrix Dp,(A, z) has
rank n, emanating from (0,a) and reaching a point (1,Z), where Z is a fixed point of f. Thus
with probability one, picking a starting point a € int B and following v leads to a fixed point
# of f. This justifies the phrase “globally convergent with probability one”.
The zero finding problem
F(z)=0, (2

where F: E® — E™ is a C? map, is more complicated. Suppose there exists a C* map
p: E™x[0,1) x E® = E™

1




such that
1) the n x (m + 1 + n) Jacobian matrix Dp(a, A, z) has rank n on the set

P71 (0) = {(a,\,z)|e€ E™,0< A< 1,z € E*, p(a,\,z) = 0},

and for any fixed a € E™,

2) p4(0,z) = p(a,0,z) = 0 has a unique solution z,,

3) pa(1,2) = F(z),

4) p71(0) is bounded.
Then the supporting theory says that for almost all a € E™ there exists a zero curve v of pg,
along which the Jacobian matrix Dp, has rank n, emanating from (0, z¢) and reaching a zero
Z of F at A = 1. v does not intersect itself and is disjoint from any other zeros of p,. The
globally convergent algorithm is to pick a € E™ (which uniquely determines z), and then
track the homotopy zero curve 7. A simple choice for p, is

pa(A,2) = AF(z) + (1 - A)(z - a). 3)

This satisfies properties 1)-3), but not necessarily 4). There are fairly general sufficient condi-
tions on F(z) so that (3) will satisfy property 4), but for some practical problems of interest
the homotopy map (3) will not suffice.

The Transversality Theorem from differential topology provides general conditions un-
der which most homotopies (in a precise sense) will have smooth non-bifurcating curves. In
practice an admissible homotopy is constructed by defining artificial parameters (a) so that a
partial derivative condition is satisfied and then choosing these parameters independently of
the structure and coefficients of the original system (F). For example, random choices of a will
generally work.

Thus the artificial homotopy p(a, A, z) might be chosen so that the jth component includes
a; and not any ax for k # j, and so that the partial derivatives

dp(a, A, )
aaj

for j = 1 to n are nonzero for 0 < A < 1, for all z. Here a = (a;,...,an) and X are artificial;
that is, they have nothing to do with z or any other parameter of the given problem. Then
a is chosen at random. The Transversality Theorem guarantees that the resulting homotopy
curves will be smooth, without bifurcations or singularities. In fact, in practice they tend to
be very well conditioned. This mysterious usefulness of randomly chosen a is a feature of the
‘probability-one” approach to constructing homotopies.

Probability-one globally convergent homotopy curves have no bifurcations (with proba-
bility one) for 0 £ A < 1. However, at the end of a curve (when A = 1), singularities may
be encountered. This happens precisely when the original problem is singular at the solution,
because as A — 1 the homotopy becomes the original system. For some mild singularities in
F, the homotopy can remain nonsingular at A = 1, but in general this is not so.

The zero curve 4 of the homotopy map p. can be tracked by many different techniques.
HOMPACK, currently under development at Sandia National Laboratories, General Motors
Research Laboratories, Virginia Polytechnic Institute and State University, and the University
of Michigan, is a suite of codes for tracking zero curves of probability one homotopy maps, and
provides both high-level and low-level subroutines for three different approaches to tracking .
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The three algorithmic approaches provided by HOMPACK are: 1) an ODE-based algeritlm; 2)
a predictor-corrector algerithm whose corrector follows the flow normal to the Davidenko dow (a
“normal flow” algorithm); 3) a version of Rheinboldt’s linear predictor, quasi-Newton corrector
algorithm (an “augmented Jacobian” method). There are qualitatively different algorithms for
dense and sparse Jacobian matrices; HOMPACK provides for both capabilities.

This talk surveys globally convergent homotopy methods, the HOMPACK software, and
some 2_ .'ications to nonlinear dynamics.
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Abstract

Multibod system equations can be generated in various forms. All of
these can be internreted as results of two basic approaches, the
augmentation- and the elimination-method. The former rethod yields
the descrintor form of the system motion, a set of differential/
algebraic equations, and the latter the state space representation,
a set of pure differential eguations. Both of these methods are
surveyed.

For simulation purposes one would like to select that set of system
equations which can be generated mcst efficiently and for which the
most efficient and reliable soluticn technigues are available. Numeri-
cal solution techniques for pure differential eguations have been
studied in great detail and they arz well-develored. By contrast,
differenzial/algebraic equations have not been investigzated for such
a long time. The status of develosment in the latter field is sur-
veved and recent results on improving relability and efficiency of
the corresponding solution techniguss are discussed. A new method,
avoiding zhe shortcomings of previcus technigues for sclving differ-
encial/alzebraic equations, is presented.




CN THE USE Or THE FINITE ELEMENT METHOD
AND CLASSICAL APPROXIMATION TECHNIQUES IN
THE NONLINEAR DYNAMICS OF MULTIBODY SYSTEMS

A.A. Shabana
Dept. of Mechanical Engineering
University of Illinois at Chicago
P.O. Box 4348
Chicago, IL 60680

ABSTRACT

In this paper the finite element method and classical approximation
techniques such as Rayleigh Ritz methods are used to develcp a set of
generalized Newton-Euler equations for deformable bodies that undergo larce
translational and rotational displacements. In the finite element formula-
tion, a stationary (total) Lagrangian approach is used to formulate the
generalized Newton-Euler equations for each finite element in terms of a
set of invariants that depend on the assumed displacement field. The
deformable body invariants are obtained by assembling the invariants of the
finite elements using a standard finite element Boolean matrix approach.
This leads to the nonlinear generalized Newton-Euler equations for the
deformable bodies. These equations are presented in a simple closed form
which is useful in developing recursive formulations for multibody systems
consisting of interconnected deformable bodies. Both lumped and consistent
mass formulations are discussed.




COMPARATIVE STUDY OF METHODOLOGIES EMPLOYED
IN CONSTRAINED MULTIBOOY DYNAMICS

F.M.L Amirouche
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Chicago il 60680
ABSTRACT
Popular methods used in the coordinate reduction of dynamical systems
subjected to simple nomholonomic constraint include the zero eigenvalue
theorem,the singular value decomposition,coordinates partioning based on
LU factorization,and the QR decomposition method.Most recently Amirouche
et al have introduced a new method called the Pseudo-uptriangular-
decomposition which is beieived to be computational more efficient and

provides a more stable algorithm to compute the orthocgonal complement

array to the Jacobian matrix.

Unlike the previous method which rely on the solution of eigenvalues and
invertion of matrices,the PUTD is based strictly on multiplication type of
operation suited for computer simylation.In this paper we intend to pre
sent a comparative study between methods and draw a conclusion on their
advantages and draw backs as it pertain to the solution of compliex

constrained dynamical systems.




Primal and Mixed Forms of Hamilton’s Principle for
Constrained Rigid and Flexible Dynamical Systems:
Numerical Studies

M. Borri, F. Mello, M. Iura, and S. N. Atluri

Center for the Advancement of Computationai Mechanics
Georgia Institute of Technology
Atlanta, GA 30332

Abstract

Constraint equations arise in the dynamics of mechanical systems whenever there is the need
to restrict kinematically possible motions of the system. In practical applications constraint equa~
tions can be used to simulate complex, connected systems. If the simulation must be carried
out numerically it is useful to look for a formulation that leads straightforwardly to a numerical
approximation.

This can be done if the dynamics of tie holonomic or nonholonomic system is cast in a variational
form to which a finite element discretization can be easily applied.

This paper suggests the adoption of a new variational principle and shows how two different
formulations car be used to achieve good numerical results.

Introduction

Very often the vectorial and variational theories of mechanics are considered completely equiv-
alent and the differences between them are considered only a matter of style. Many times, the
variational principles are used oniy as an alternative approach to obtain the differential equations
of motion.

Here we aasert that the variational formulations are superior, not only because they afford a
generalized and unified treatment of complex mechanical systems, but also because they are more
easily implementable in a numerical form. They are extremely well suited for obtaining, in a general
way, an automatic appproximation for the treatment of the stability and response equations of very
complicated nonlinear systems. The numerical approximation can be built on a few basic and easily
controllable hand developed formulae.

It is worth remarking that, in the treatment of practical problems, many existing variational
principles must be revised in order to make them suitable for numerical implementation.

During the last decade the variational formulations for complex dynamic systems and their
numerical approximations have known a renewed interest [1-4]. An example of this is the direct use
of Hamilton’s Weak Principie for the time finite element approximation of the dynamics of holo-
nomic systems [5]. In the case of nonholonomic systems, however, a general and sound variational
formulation suitable for a direct numerical approximation is not yet available.




To contribute to a possible solution of this problem this paper suggests the adoption of a new
variational principle for holonomically and nonholonomically constrained dynamic systems and
shows how two different finite time element approximations can be derived.

Different Forms of Hamilton’s Principle

Hamilton’s Principle for unconstrained dynamics can be written as:

[ (62 +8a- Quat = sa-pit (1

where ¢y, t3 are the ends of the time interval of interest; q and p are respectively the generalized
coordinates and the momenta of the system. £(q,q,t) denotes the Lagrangian function and Q the
external forces not included in L.

By the use of the Hamiltonian transformation, Eq. (1) can be rewritten in the following mixed
form:

ta
/;l (5‘i'P-51'>-q—5H+6q-Q)dt=(6q.p_5p.q)|:3 (2)

where H(p,q,t) = p+q - £ denotes the Hamiltonian of the system.

The Eq. (1) and Eq. (2) can be denoted respectively as primal and mixed forms of Hamilton’s
Principle and they are very suitable for numerical approximations in the context of finite elements
in time domain. (5]

Let us consider now a constrained system in which the velocity q must satisfy the following
equations:

¥(q,q,t) = A(q,t)-q+a(q,t) =0 (3)

These equations entail the following constraint on the virtual displacements:
A-85g=0 (4)

In order to enforce Eq. (3) and Eq. (4) in a weak form we use the Lagrangian multiplier technique.
Let p be these multipiers. We then weight Eq. (3) and Eq. (4) with the variation §x and the time
derivative ja respectively. Obtaining:

. dy
6u-¢—u-£-5q—0 (3)
The benefit of this form is that it allows another integration by parts that reduces the continu-

ity requirements for the Lagrangian multipliers. So, substituting Eq. (5) into Eq. (1), after this
integration by parts (9], we obtain:

tz —
[T +5a- Qat = 5q- Bl ©)
where:
_ % moqQiu (3% _3¥
L=CL+p-9¥ P=pP+i 54 Q=Q+4p <dzaq aq) ()

The Eq. (6) constitutes the modified Hamilton’s Principle for constrained systems and Z,P, Qare
respectively the modified Lagrangian function, the modified generalized momenta and the external
forces modified by the reactions due to the nonholonomic constraints {9]. It is interesting to note
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that P are actually a generalized momenta of the augmented Lagrangian, in fact it can easily be
seen that P = %E.

Taking this property into account we can define the modified Hamiltonian function as H =
P - q - L and rewrite the Eq. (6) in the following mixed form:

‘ . _ _
/‘.’(5d-§°5l_1'q-5H+6q-Q)dt=(5q.l—,-5-’:.q)|:: (8)
1]

It is worth emphasizing that the modified momenta P, from which the compatible momenta p and
the Lagrangian multipliers g4 can be recovered by a simple projection, are no longer constrained
and can be viewed as independent variables.

For the sake of simplicity the formulations presented here are for finite degree of freedom
systems, but they can be easily extended to continuous systems as in the ref. {11]. There, wave
propagation in a rod is analyzed with the use of a mixed formulation, similar in concept to the
two feild approach of Eq. (2). It is interesting to note that for linear problems the step by step
marching scheme of that formulation produces very accurate results.

Numerical Results

The preceding developments have been verified with a few simple but significant numerical
examples. The formulation corresponding to Eq. (6) has been used in order to solve the well known
Caplygin’s nonholonomic problem (8], (9].

The formulation corresponding to Eq. (8) has been used to solve the spinning top problem {10].
Since we intend to check the holonomic and nonholonomic constraints, the reference point is taken
to coincide with the center of gravity and the velocity of the suspension point is enforced to be
zero by appropriate constraint equations. Moreover, as a nonholonomic constraint, the constancy
of the spinning angular velocity is considered. The results obtained are very encouraging and the
method is very promising.

Figure 1 shows the plot of X and Y displacement of the mass center. This represents approx-
imately 7500 calculation steps corresponding to 500 proper rotations. The numerical approach
shows very stable behavior, even for this dynamically stiff problem. Figure 2 is the plot of pre-
cession angle, in which the discontinuity in the representation of finite rotation is clearly shown.
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This does not present a problem in the numerical approach because the incremental finite rotation
is adopted as a generalized coordinate. The physical data used in this problem are the same as in
Ref.[12].
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This paper presents a new method for studying multibody systems subjected
to nonlinear nonholonomic constraints. The method is based upon Kane's
equations as exposited by Kane, Levinson, Huston, et. al. Specifically, the
method employs partial velocity and partial angular velocity vectors in
developing generalized active, generalized constraint, and generalized inertia
force arrays. Setting the sum of these force arrays to zero leads to the
general dynamical equations of the system. Then by appending the constraint
equations the governing equations of the constrained system are obtained.
These equations are coupled nonlinear algebraic/differential equations for the
constraint force components and the dependent variables. The solution to the
equations is obtained by multiplying the matrix of dynamical equations by the
orthogonal complement of the matrix of the constraint equations. This
eliminates the constraint force components leaving a consistent system of
differential equations for the dependent variables (generalized coordinates)
of the system.

The principal analytical features of the method depend upon several
intermediate results and observations. The first of these is the fact that
even though the constraint equations are nonlinear, they may be differentiated
into a linear form in terms of higher derivatives of the generalized
coordinates. Next, it is observed that the velocity and angular velocity
vectors are linear functions of the first derivatives of the generalized
coordinates. The coefficients of these derivatives are the "partial velocity"
and “"partial angular velocity" vectors used by Kane, et. al. When the velocity
and angular velocity vectors are differentiated these coefficients become the
coefficients of the higher order derivatives of the generalized coordinates as
occur in the differentiated constraint equations. Finally, it is observed
that the generalized constraint force array may be represented as the
transpose of the matrix of constraint equations multiplied by a constraint
force array.

The method is illustrated with the classical problem of Appel and Hamel.
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Nonlinear Analysis of Loss of Stability of Periodic Solutions
with an Application to Robotic Motions

E. Lindtner, A. Steindl, H. Troger; Technische Universitit Wien

1 Introduction

For many physical or technical systems the fundamental state is a periodic motion. Naturally this
periodic motion is supposed to be stable for the standard operating conditions and the correspond-
ing parameter values. However, it can lose its stability under variation of parameters at a critical
parameter value. Sometimes only this critical parameter value is of interest. Then a linear stability
analysis by means of Floquet’s theory ([1]) is sufficient. However, there are many problems, for
example in the dynamics of robots ([2]), where one also wants to know how the system behaves
after a loss of stability of the fundamental periodic state. This, of course, requires a nonlinear
analysis.

We want to show how, in a systematic way, such an analysis can be given by making use of the
methods of bifurcation theory ({3,4,5]). The crucial step in doing a nonlinear analysis consists in
replacing the equations of motion given by differential equations by a system of difference equations.
This latter system is a point mapping called the Poincare map ([3,4]). It can be given by a power
series expansion in the neighborhood of the periodic solution, which is a fixpoint for the map. The
coefficients of the power series expansion can be calculated numerically. If the Poincare map is
kuown then, in general, by means of Center Manifold theory ([6,7]) a further strong reduction of
the dimension of the problem is possible.

In this paper these two steps, not well known to engineers, will be explained with emphasis to the
practical calculations. Finally as an example the periodic motion of a robot will be studied.

2 Calculation of the Poincaré Map

We assume the stability problem of the periodic solution yo(t) = yo(t + T') to be given in the form

2= A(t.A)z + fo(2,t,A) + fa(z,t, A) (1)

where A(t,A), f2(z.t,}), fa(2.t, A) are periodic in ¢t with period T and the .V-vecors f, and f;
contain the nonlinear functions in the variable z of second and third order respectively. (1) is
obtained by introducing y(t) = yo(t) + z(t) into the original system of equations of motion. Hence
the motion to be analyzed for stability is zo = 0. For a linear stability analysis of zo Floquet theory
({2]) could be used. But as it will be made clear below the calculation of the Poincaré map also
includes the linear stability analysis supplied by Floquet’s theory. The Poincaré map is defined in
the neighborhood of the periodic solution by the map obtained from the transversal intersection of
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the trajectories with a section surface. For example consider the trajectory in Fig.1 leaving z;, and
intersecting after one revolution in z,. Hence

Fig.1: Definition of the Poincaré map in the Fig.2: DD-robot with 2 degrees of freedom

neighborhood of the periodic solution zq ¥1,¥2, and prescribed circular motion of the
endpoint G
zy = (T, 2,) = P(z,) (2)

where z(t,z,) is the solution of (1) starting at z,. In order to calculate the mapping P in the
neighborhood of the periodic solution which is given by the fixpoint zo in the section surface the
following power series expansion is introduced.

P(zg + €) = P(2q) + P'(20)€ + %P"(fo)(f»f) + %Pm(lo)(f'f»f) T (3)

where P(zg) = zo and P'(zq),P"(z9). P"'(2p).... are obtained from the solutions of a series of
initial value problems ({8,9]). This follows immediately from (2) because

2 18%:

7] 18
2(T,z0 + £) = 2(T,zo) + i(T, o)k + Eﬁ(T, z0)(&,€6) + 651—8(1', 20)(§,6,6) + ... (4)
Hence comparing (3) and (4)
3 \ 92
Pl(to)z é(T,to), P’(Zo) = 5;;)—(1‘,20), (5)

is obtained. For the calculation of a% the differential equation (1) is written in the form £ = F(z,t).

Taking the derivative of both sides with respect to rq a differential equation for a%% of the form




() -2 2 .
6::0 - dz 320 ( )
is obtained. To obtain the first term in (5) (6) must be integrated from ¢ = 0 until t = T with
the initial conditions %(0) = I, where I is the unit matrix. To calculate the next term in (5) the
derivative of (6) with respect to zg is taken, yielding

gy _oE(oe) or o :
9z | ~ 8z% \dzg dz 0z}’ (7)

Again (7) must be integrated from 0 to T with the initial conditions %?(0) = 0. Proceeding in this
(]
way also the coefficients of the third and higher order terms can be calculated.

The result of these calculations is a discrete dynamical system

énv1 = L(A)6n + Q2(ény&ny A) + QJ(Emfmfm A) +... (8)

where £, € RV and ) is a parameter vector. Q32,Qs3,... are quadratic, cubic and higher order
terms in the variables. For example Q, is a vector in RV the components of which have the form
(N =2): € + B16nibn2 + EL,.

Returning now to the stability problem of z¢. It is determined by the eigenvalues of the linear
part of (8). The periodic solution yg(¢) or the corresponding fixpoint of the map is stable if all
eigenvalues of L(A) have absolute value smaller than 1. If only one eigenvalue has absolute value
larger than 1 then the fixpoint is unstable. If all eigenvalues have absolute value smaller than 1
except some with absolute value equal to 1 the system is just at the stability boundary.

We assume now A € R'. Then it is shown ([3]) that generically at loss of stability only one of
the following three critical eigenvalues can occur: (i) uy = 1, (ii) g2 = -1, (ili) y3 = v £ in with
ip3 = 1. If the calculation gives a more complicated case it can be made to disappear ‘y a small
change of other parameters in the system.

3 Calculation of the point map on the Center Manifold

Following [6,7] it is possible to reduce (8) to a system of dimension k, which locally in the neigh-
borhood of the bifurcation point (A = ).), describes the stability problem completely. k is equal to
the number of eigenvalues with absolute value 1. Hence for the one parameter bifurcation problem
either k£ = 1 for cases (i) and (ii) or ¥ = 2 for case (iii) of the preceding section. As first step in the
reduction process L in (8) is transformed into Jordan form by setting y, = T~ 'z, ([3,4,5,8,9]).

Yn+t = JYn + Ro(ynvyn) + Ra(Yny Ynryn) + - «. (9)

where J = TLT-! is in Jordan form. The equations in (9) are ordered in such a way that the
first k equations correspond to eigenvalues of absolute value equal to 1 and the remaining V - k
to eigenvalues of absolute value smaller than 1. "_ence (9) can be written

.



Yn+le = Jc!ln.c"‘ﬂ(yn.cyyn.a)

Yn+l, Jayn.a + Fa(yn.cs yn,:) (10)

where all the eigenvalues of J. are located at the unit circle and those of J, are inside the unit
circle. J. and J, are k x k and (N - k) x (\V - k) matrices respectively. yn . are the active variables
or the amplitudes of the eigenvectors corresponding to the eigenvalues with absolute value equal to
1. yn, are the passive variables which still show up in the equation for the active variables (10),
and have to be eliminated from them. This can be done by making an ansatz of the form ([6,7]):
Yns = h{ync), where h has the following two properties: h(0) = 0,h’(0) = 0. Hence if a series
expansion for A is made it starts at least with second order terms.

As an example for the practical calculation we pick the case (i) of the preceding section. Then (10)
takes the form

Yn+1a = yu,1+Fl(yn,11yn,i)

. 11
Yn+li = Hi¥ni + Fi(yn.hyn.i) i=2,...,N ( )

where for simplicity it has been assumed that the remaining eigenvalues u; form a diagonal matrix.
From above follows

Yni = hi(yn1) = a;,zyi,l + a.',ayﬁ., ... (12)

The coeflicients a, ; follow from introducing (12) into (11); and making use of (11); yielding

ai2 (Yn1 + Fi(yn1s Ai(yna)]? + wi3(yn1 + Fi(yn1,hi(ym1 )2 + ...

13
= pi(ai2¥d ) + aiaydy +.0) + Fi(Un 1 hilyni)) (13)

If, for example, (11); is only calculated up to third order terms then it is sufficient to calculate
only quadratic terms in Ak, which will be done now. Equating the quadratic terms in (13) results
ina,= l—fj"‘—‘.,(i = 2,...,.V) where f,; are the coefficients of the quadratic terms in the Taylor
expansion of F;. One easily convinces himself that no other terms make a contribution.

4 Application to the motion of a simple robot

[n 2] a DD-robot consisting of a planar double pendulum (Fig. 2) with moments acting at the hinges
is studied. The motion of the endpoint G is supposed to be a circle with constant speed w = 5.
Further introducing a control-loop which serves to compensate deviations from the prescribed path,
the equations of motion can be given in the form of (1) with .V = 4. Calculating the Poincaré map
according to section 2 results in a point map of the form of (8). In this problem depending on
the control mechanism by increasing the speed of the endpoint of the double pendulum all three
types of loss of stability can be found. Hence the following equations on the Center Manifold are
obtained {(ya,1 = un)

(1) Unpr = (1+€)un +aul +O(lunl?)
(1) tnpr = —(1+€)un +au3 + O(|uy/%) (14)
(1) zngr = (v +iN)(1+ €+ azp3n)zs




¢ is the unfolding parameter proportional to w and a and @ must be calculated from the system data.
(i) is called transcritical bifurcation, (ii) Flip-bifurcation and (iii) Hopf bifurcation ([3] p.285). In
Fig. 3 the motion of the endpoint G of the double pendulum is shown for the different three cases
(14). For the transcritical bifurcation after loss of stability a shifted motion is obtained. In case of
the Flip-bifurcation a double periodic motion sets in. For the Hopf bifurcation a motion on a torus
is obtained.

Figure 3: Motion of the endpoint G after a generic one parameter loss of stability due to: (a) Tran-
scritical bifurcation (u = 1), (b) Flip bifurcation (4 = -1), (c) Hopf-bifurcation (4 = v + in).
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SYSTEMATIC REDUCTION OF MULTIBODY EQUATIONS
OF MOTION TO A MINIMAL SET
Parviz E. Nikravesh
Department of Aerospace and Mechanical Engineering
University of Arizona, Tucson, AZ 85721
This paper presents a two-step process lo convert the equations of motion for
closed-loop systems from Cartesian coordinates to a minimal set of relative joint
coordinates. Initially, Cartesian coordinates are used to define the position of each
bedy, the kinematic joints, and the forces acting on the bodies. Prior to numerical
integration of the equations of motion, the equations are converted to a minimal set in
order to gain computational efficiency. It is also shown that the equations of motion
can be expressed in terms of the time derivative of the system momenta, instead of the
accelerations, in order to reduce numerical integration error and, in turn, to gain

computational stability.




Use of Linear and Nonl@near Structural Theories

in
Flexible Multibody Dynamics *
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Abstract

The present research involves an investigation of the roles of nonlinear and linear
elastic structural theories in accurately predicting transient dynamic behavior
of flexible multibody systems comprised by structural elements undergoing arbi-
trarily large and arbitrarily fast overall rotations and translations as well as small
deformations. Coupling effects between deformation and overall motion are care-
fully scrutinized in the context of assumed-mode discretization techniques. Con-
sistently linearized beam, plate, and shell formulations involving in-plane stretch
variables are proposed and shown to yield very accurate simulation results and ex-
tremely fast modal convergence for most motions involving small strains. In some
particular cases, however, in which membrane stiffness dominates bending stiff-
ness, a nonlinear strain formulation is required in order to capture proper coupling
between deformation and overall motion. Unfortunately, with standard com-
ponent modes, algorithmic formalisms involving nonlinear strain-displacement
expressions show very slow modal convergence. A procedure involving use of
constraint modes is proposed to alleviate this problem.

1. Introduction

Fig. 1 shows a proposed Earth-orbiting satellite consisting of a number of hinge-
connected rigid and deformable bodies which serve as rotors, antennae, solar panels, and
other structural components designed to accomplish various mission objectives. This satel-
lite is representative of a large class of systems known as flexible multibody systems, which
are characterized by interconnected structural elements undergoing large overall motion and
concomitant small deformation. Since these systems are extremely costly to deploy and are
often difficult to test realistically on Earth, more and more emphasis is being placed on the
prediction of dynamical behavior and the evaluation of active control systems via numerical
simulations.

Development of multibody dy: ~mic analysis formalisms aimed at facilitating such

simulations was begun in the mid-1960s{1:2] and has proceeded continuously to the present
time. Originally, these formalisms were restricted to joint-connected rigid bodies arranged
in specific topologies, but were later extended to treat flexible bodies, arbitrary topologies,
and arbitrary forcing functions. In fact, there now exists numerous nonlinear computational
algorithms (e.g., [3-7]) which were designed to treat quite general systems of rigid bodies,
deformable solids, and flexible structures in open- or closed-loop topologies.

Many of the present multibody formalisms and associated computational algorithms
are based on a flexible body model involving a three-dimensional continuum with mass
and stiffness distribution described in terms of modal data derived from a linear finite
element eigensolution. If the flexible body characterized in this way is not undergoing large

*  This research work was partially supported by Mechanical Dynamics Inc.
t Assistant Professor
* Graduate Student
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overall motion relative to other bodies in the mulitibody system, and if the overall system
rotational motion remains small, then the formalisms can quite accurately predict system
dynamical behavior. Solving for component displacements in this case is equivalent to a
straightforward expansion in terms of the component modes. However, as shown in detail
in Refs.[8-10], the algorithms are very limited in their ability to accurately treat coupled
small deformation and large overall rotational motions of structural elements, regardless
of speed of overall motion. For example, consider a simple uniform, cantilever channel-
section beam undergoing a smooth slewing (repositional) maneuver from one orientation
to another orientation 180° away. Suppose the axis of rotation is parallel to the cross-
section symmetry axis of the beam, and assume that the properties of the beam are as
specified in Fig. 2. Due to the offset between the centroidal axis and the elastic axis of
the beam, one would expect noticeable torsion of the beam as well as bending of the beam
in both principal planes of the cross-section during the maneuver. The correct solution is
shown by the solid curves of in-plane displacement uy(t), out-of-plane displacement u3(t),
and torsional rotation 61(t) in Fig. 2. Unfortunately, the flexible body model used in the
conventional multibody formalisms does not provide the capability to automatically model
the interaction of the mass offsets and the overall inertial forces necessary to provide an
accurate description of the dynamic behavior. The result of applying the formalisms is as
shown by the dotted curves in Fig. 2, where it is clear that both the out-of-plane response
and the torsional response are poorly predicted.

This example, as well as many others involving both slow and fast translational and
rotational overall motions of structural components of multibody systems, has pointed out
the necessity of treating each structural element type distinctly in both the multibody
model and the linear finite element model used to obtain descriptive modal data. It is not
sufficient to model a structure as a plate or a beam or an assemblage of such structural
elements in a linear finite element model and then use the resulting modal data in a flexible
multibody model wherein the details of the structural component are ignored in favor of a
simple continuum model.

These observations have led to vigorous new efforts to develop element-specific struc-
tural models within the framework of jointed multibody systems. These models must be
capable of treating the intracacies of the structure, representing the proper membrane and
bending stiffness, and providing for accurate coupling between overall motion and small
deformation. Recent research efforts in this area have generally followed one of three
paths, namely, (a)some form of physical discretization or substructuring combined with

finite element stiffness descriptions[u], (b)straightforward fully nonlinear finite element

procedures[u'm], and (c)modified assumed-mode representations. Our approach has been
to attempt to retain all of the attractive features of the modal methods, such as ease of
contzol design, model reduction, and solution; while building element specific models which
can be assembled in a multibody formalism.

To do this, we have investigated two possibile avenues. First, we have taken advantage
of the extensive literature and methods formulated for rotational analyses of rotorcraft and
turbomachinery and have developed a set of consistently-linearized models for specific beam,
plate, and shell elements which allow for abritrarily general overall translation as well as
rotation, and permit general boundary conditions. These methods have been shown to yield
very accurate predictions of flexible multibody system behavior for most motions involving
small strain (see Fig.3). These methods also provide rates of modal convergence which are
far superior to fully nonlinear strain-displacement based theories when a standard set of
assumed mode trial functions are employed. This is illustrated in Fig. 3, wherein a consis-
tently linearized beam formulation is used with four standard assumed modal functions to
model a spin-up maneuver of a uniform cantilever beam. This produces a solution which is
indistiguishable from the known correct solution. However, using the same set of assumed
modal functions with a fully nonlinear strain-based model yields the results labelled non-

(2)




linear in the same figure. Obviously, covergence has not yet been acheived. Studies with
many more modal functions in the nonlinear model have shown eventual convergence to
the known solution.

In attempting to treat large rotational motions of plate structures which are simply-
supported by rotating rigid frames, we found that the consistently-linearized theories yield
results which exhibit much too little membrane stiffness (see Fig.4). To deal with problems
where membrane effects are expected to be of predominant importance, we have developed
an appropriate second-order nonlinear theory for various element types in the context of
multibody systems.

In order to overcome the convergence problems with the nonlinear methods, we have
developed a method inveolving nonlinear constraint modes which more closely match the
structural boundary conditions of the nonlinear models. For more details on these issues,
refer to [14].
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SLOW REPOSITIONAL MANEUVER OF CHANNEL BEAM

Length:
L=8m
Young’s Modulus:
E=6.895E10 N/m?
Shear Modulus:
G=2.6519E10 N/m?
Mass per unit volume:
p=27766.67 kg/m3
Cross-sectional area:
A=T.3E-5 m?
Area moments:
I, = 4.8746E-9 m*
I3 =8.2181E-9 m*

Shear area ratios:

a2 =3.174
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Torsional constant:
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Nonlinear Large Rotational Structural Dynamics

M. Iura and S. N. Atluri
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Summary

The objective of this paper is to present a novel theory, and its computational imple-
mentation, for the analysis of strongly nonlinear dynamic response of highly-flexible beam
structures, and also to extend this theory to the case of highly-flexible shell structures.

The beam model used is based on Timoshenko's hypothesis; the effects of stretching,
bending, torsion and transverse shear are taken into account. This kinematic hypothesis
has been employed by many investigators (Antman and Jordan 1975, Reissner 1973, 1981,
and Simo and Vu-Quoc 1986). In these papers, the existence of configuration-independent
external moments has been postulated a priori. Argyris, Dunne and Scharpf (1978) and
Iura and Atluri (1987), however, have made the point that the external moments generated
by the conservative forces are generally configuration dependent. Therefore, the external
virtual work associated with the moments does not, on first sight, appear to correspond
to the first variation of an external energy functional. Argyris, Dunne, and Scharpf (1978)
have derived a nonsymmetric tangent stiffness matrix at the element level using the rota-
tional degrees of freedom referred to fixed axes of a global Cartesian system. Simo and
Vu-Quoc (1986) have concluded that using the variation of a rotational variable introduced
by Atluri (1984), the tangent stiffness matrix become symmetric only at an equilibrium
configuration, provided that no distributed external moments are assumed to exist. This
lack of symmetry (Argyris, Dunne, and Scharpf 1978) and the recovery of symmetry at
only an equilibrium configuration (Simo and Vu-Quoc 1986) have been attributed to the
fact that the finite rotation field is noncommutative. Tura and Atluri (1987), on the other
hand, have shown that the use of any three independent components of the finite rotation
tensor, as rotational variables, leads to a symmetric tangent stiffness matrix, not only at
the equilibrium but also the nonequilibrium configuration, even if the distributed external
moments exist in the problem. It should be emphasized that the rotation field remains
noncommutative.

The shell model used is based on Reissner’s hypothesis; the membrane, bending and
transverse shear effects are taken into account. It is well known that the independent
parameters in this shell model are three translational and two rotational ones, while the
number of independent rotational parameters in the beam model is three. Based on this
fact, Basar (1987) has introduced the finite rotation vector with two ir-ependent param-
eters. The momentum equations of Basar are based on the unacceptable assumption that




the Green strain tensor is a linear function of the shell thickness. Furthermore there are
physically uninterpretable terms which appear in the angular momentum balance condi-
tions. It is shown in this paper that, for certain choices of the rotation parameters, the
momentum equations derived from the energy method take on the same form as those de-
rived from the static method. For other choices of parameters the form of the momentum
balance equations is different but completely equivalent to that derived from the static
method. The resulting momentum equations are physically interpretable. As with the
case of the present beam theory, the external moment vectors caused by the conservative
forces are deformation dependent. In spite of this fact, we can derive the symmetric tan-
gent stiffness matrix for the shell element in a manner similar to that employed in the
beam theory.

The large deformation dynamics of a continuum body have been formulated with the
use of the total Lagrangian, updated Lagrangian, Eulerian, Euler-Lagrangian and the
moving coordinate formulations. The inertia effects are readily taken into account in the
total Lagrangian formulation. Therefore, we employ the total Lagrangian formulation for
both beam and shell theory. It should be noted that no simplification is made in the
present formulation; not only the rotatory inertia but also the Coriolis and the centrifugal
effects are accounted for.

Several numerical examples for transient dynamic responses are considered to demon-
strate the validity and applicability of the theoretical methodology developed in this paper.
A flexible in-plane beam in free flight is simulated in Fig. 1.
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DYNAMICS AND BIFURCATIONS OF ELASTIC SPACE STRUCTURES

by Mark Levi,
Mathematics department
Boston University, Boston, MA 02215.

Abstract

Coupling of two well-understood classical systems ~ an oscillator and a free rigid
body in space produces a system which, on the one hand, is amenable to mathematical
analysis using the ideas and methods of geometric theory of dynamical systems, and on
the other hand, exhibits interesting and perhaps unexpected dynamical phenomena which
give a good indication of what is likely to occur in more complex systems such as beams,
platforms, etc. One such phenomenon is the bifurcation in which stable rotations become
destabilized and vice versa, and more than three pure rotations are possible with the same
parameters.
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THE EFFECT OF SOFTENING OF THE SUPPORTS ON
THE STABILITY AND DYNAMICS OF STRUCTURES
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ABSTRACT

A simplified model is used in order to illustrate how the
softening of the supports change the stability and the
vibration characteristics of structural elements liable to
buckling. Damping is not included in the analysis.

INTRODUCTION

The accurate design of the support conditions represents an
essential part in any experimental set up. It is not unusual
to find out that experimental and theoretical results do not
coincide. There are a few reasons for this to happen, the
inacuracy of the theoretical assumptions being maybe the
most common. But any inadequacy in the design of the supports
to be used in the experimental set-up will also lead to the
very same conclusion that the theoretically predicted results
are different from the ones measured during the tests.

In order to highlight this fact, a very simple model is used
to show how the softening of the supports can affect both the
stability and the vibration characteristics of structural
elements liable to buckling. The stability and the
vibration characteristics will be illustrated by the
equilibrium paths and the characteristic curves, respectively.

THE RIGID-BARS MODEL
The simplified rigid-bars model of figure 1 has been
previously used by the author [1,2) to illustrate different

effects. This model reproduces the behavior of
beam~-columns, plates and shells.
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" Figure 1~ The Rigid-Bars Model [1]

The softening of the supports is modelled by the non-linear
springs S, figure 1, which have the characteristics shown in
figure 2, represented by saS/S versus the rotation at the
supports, 6.




O
Figure 2 - The Non-linear Springs

The incremental stiffness function s:=S/S to be used in the
present analysis is defined as follows:
1) 6 <6 = g

s 21.0 C1d
, 11D 8 <es ’;
s 21.0 + yA + A% yC-6 + 84 =345 + C1-DXC~10 + 154 - 8AD1 2
wher et
vy = (8 - Btanp ; A= (8 - AT - D (¢<))
111> 6 2 3
saD (>

Two cases of the incremental stiffness function s will be used

in the analysis and are shown in figure 3, corresponding to
QP = -Ioagado, D-OOS ahd D=0, 0.
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Figure 3 - The Incremental Stiffness Function s (Cp=—1,2Rad.)
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THEORETICAL ANALYSIS
The change of the total potential energy, VYV, can be written
as3
V= 2cco - 65% 4 c1/K(sins - sined*

6
+ Js [eC8)1C8-0%d6 s
9‘

where 6 can be © , 5, or & depending on the range
of the angular deflection & at the supports, i.e. 6 < 6 < &;

8<6 <8 or 828,

The equilibrium paths are obtained from the equilibrium
equation

v = 0 (4>
-]
and can be summarized as:

1) e<e6 <8
©

e e sing

P-(—;I—n-gﬂlu-a+n>4a[1-m°]cose <P
where:
asC KL /KL +4C); pu2PL/CKL3440); Rm2/ACKLZ440O 8
i1 8sese
sin &8 e -
p-a(I m]cose"—m (1 -0 + vy

+C1 - D)A'[Rc-:lo + 18A - 84 + w-6 + 84 -3A’)]} o

where v“w A , a R are defined by equations (3) and
(8) respectively;

111> 8 2 &
_ e -8
p = a [1 - 202 ]cose + - a+ DRO—g> €10

Equilibrium paths for different values of the parameters R
and y for a = 0.0 are shown in figure 4 corresponding to
the stiffness function s of figure 3.
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Figure 4 - Equilibrium Paths (a = 0.0

The natural frequency of vibration corresponding to a load
level P is obtained by means of a small perturbation é
from the equilibrium configuration represented by 6. The
equation of motion 1is obtained from the Euler-Lagrange
equation [3]:

T, + V, =90 C11)

«2
where T is the kinetic energy TuC1/2I% I* being the

generalized rotatory inertia, 6 is the velocity associated to

6 and C )=d( J)/dt and neglecting terms of OCé >3can be written
as:

2
2 KL+ 40 2, _ o 12
)
1
where f2 is the square of the natural frequency given by:
1) e <ex<8
[-]
r:- (1 - c0 + R + aCcos28 - sinBsind) - pcos8 €13
11> 8§ <6 <8
£?2 = 12 R,[ 1 - 2%1-D>C40 - 754 + 36Az)] 10
ii1d) e 2 @6
£? - f: - RC1 - D) 1>

Characteristic curves relating the applied load and the square
of the natural frequency are shown in figure 5, and correspond




to the equilibrium paths shown in figure 4.
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Figure 5 - Characteristic Curves (a = 0.0)

CONCLUSIONS

The results presented illustrate how the softening of the
supports affects the stability and the vibration
characteristics of structural elements liable to buckling.
This is clear from the comparison between the curves, figures
s and 5,§corresponding to Rx0.0 and R=0.0 in the range of
<9 < 6.

The implications of the results on experiments are clears
unless the actual support conditions are properly designed the
results obtained can exhibit a different pattern from that
expected theoretically. It will not necessarily mean that the
theory is not accurate only that the theoretical and the
experimental supports do not have the same characteristics.
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JOINT DAMPING AND JOINT NONLINEARITY EFFECTS IN DYNAMICS OF
SPACE STRUCTURES

Mary Bowden
John Dugundji

Space Systems Laboratory
Department of Aeronautics and Astronautics
Massachusetts Institute of Technology
Cambridge, MA 02139

The presence of joints can strongly affect the dynamics of
space structures in weightlessness, especially if the joints are
numerous, of low stiffness, have damping, or are nonlinear. In
order to obtain an idea of these joint effects, a simple free-
free system of four beams connected by three joints is
investigated, as shown in Figs. 1 and 2.

Linear analyses of these beams were performed by using a
standard finite element formulation and including various linear
joint stiffness values k, and linear joint damping values Cy -

These analyses were formulated in the standard form,

Mg + ¢
P Y N N

¢Q-

+ Kgq = F (1)
and then reduced to state space form,

X = Ax + P (2)

for ease in obtaining solutions. The c¢orresponding lowest six
symmetric modes and frequencies for no damping, Cp, = 0, are

shown in Fig.3 for a finite and an infinite joint stiffness.
The effect of including joint damping C, on these modes is shown

in E 3.4. Increasing the Jjoint damping increases resonant
frequencies and modal damping, but only to the point where the
joint gets "locked up" by the damping and approaches a
continucus beam. This behavior is different from that predicted
by proportional damping, as shown in Fig.5. The maximum amount
of passive modal damping obtainable from the joints is greater
for low stiffness joints and for modal vibrations in which many
joints are participating. A Jjoint partizipation function JPF,
based on geometrical arguments of joint location, was used to
quantify this phenomenon.

Nonlinear effects of the joints were introduced by using
describing functions to represent the first harmonic of the

[




nonlinear joint forces. Assuming sinusoidal motion g = A sin ¢

where ¢ = wt, the nonlinear symmetrical joint force FNL(q,&) was
expressed as,

b

a ()
F.. = a sin + b cos = - +
NL s ¢ ¢ A q AW 4

-cpq+cqq (3)

where s and cy are frequency and amplitude dependent stiffness
(phase) and damping (quadrature) coefficients defined as

2K

1
C = — F,.(A sin ¢, A ® cos ¢) sin ¢ do
P NL
nA s (4)
o
1
c_ = I Fy (A sin ¢, A ® cos ¢) cos ¢ do
T raw

0

A joint with a simple cubic spring nonlinearity Far=™ kpa + kcsq3

was used to illustrate nonlinear behavior, although other
nonlinearities (free play, coulomb friction, etc.) were also
considered. Figure 6 shows the typical forced response of a
single degree of freedom system with a cubic spring. The

response plots nondimensicnal amplitude A= A,JK' rather than A

in order to collapse all results onto one universal curve. The
forced response of the four beam model with cubic spring joints,
to a vertical harmonic excitation at its center was then
studied. Figure 7 shows typical locg-log responses for the beam
with linear spring joints, while Fig.8 shows the corresponding
responses for the nonlinear cubic spring joints. These were
computed using Newton-Raphson method with appropriate initial
displacements. The nonlinear analyses show the classical single
degree of freedom nonlinear behavior at each resonance:
multiple solutions, Jjump behavior, resonant frequency shifts,
and non-doubling of response for doubling of forcing amplitudes.
These properties are illuminated by characteristic backbone
curves, which show the locus of resonant peaks for increasing
forcing amplitudes. These peaks shift from the small amplitude
(linear) frequencies to the large amplitude)locked, continuous
beam) frequencies and depend on the amount of joint
participation. A modal coupling due to joint nonlinearity is
also exhibited, as was the case for linear joint damping.

The present studies help to illustrate how multiple
discrete nonlinearities interact with the global dynamics of
continuous systems. The jointed beam model studied here can be




interpreted as truss bays with linear characteristics, and the
joints as bay interfaces with nonlinear characteristics.
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EFFECTS OF VELOCITY-DEPENDENT FRICTION ON
PERFORMANCE OF A RESILIENT-FRICTION BASE ISOLATOR
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Department of Mechanical and Industrial Engineering
Clarkson University, Potsdam, NY 13676

and

Iradj G. Tadjbakhsh
Department of Civil Engineering
Rensselaer Polytechnic Institute, Troy, NY 12181

ABSTRACT

Performances of a resilient-friction base isolator (R-FBI) as an aseismic bearing under
a variety of conditions are analyzed. In particular, the effects of velocity-dependence of
friction coefficient on the overall performance of the R-FBI system are studied. Based
on experimental data, two expressions for velocity-dependence of friction coefficient are
assumed. A nonuniform shear beam structural model is considered and the accelero-
gram of the NOOW component of El Centro 1940 earthquake are used as the earthquake
excitation. The presented results show that for a finite static friction coefficient the
velocity-dependence of dynamic friction coefficient has no noticeable effects on the re-
sponse spectra of the base-isolated structure. On the other hand, a zero static friction

coefficient leads to significant differences and improves the effectiveness of the R-FBI
system to a considerable extend.

INTRODUCTION

Using base isolation systems for aseismic design of relatively stiff structures has at-
tracted considerable interest in the recent years. The main concept is to isolate the
structure from ground during earthquake strong motions. Excellent reviews on the sub-
ject were provided by Kelly (1,2]. Recently, an interesting frictional base isolation system
(R-FBI) was introduced by Mostagel and Khodaverdian [3]. This isolator consists of
concentric layers of teflon coated plates that are in friction contaci with each other and
contains a central core of rubber. The system provides isolation through the parallel
action of friction, damping and restoring springs. This design essentially uses a rubber
bearing and a pure-friction isolator in parallel. Figure 1 shows a schematic diagram of
mechanical behavior of the R-FBI system.

For the friction-type base isolators, the friction coefficient is an important parameter.
In most earlier studies, a constant coeflicient of friction in according to Coulumb’s law




was used for response analyses. However, recent experimental data [4,5] suggest that the
friction coefficient is not a constant and varies with velocity, normal pressure, and other
parameters.

Up

1
3
A _ L

t\\\\

Figure 1. Schematic diagram of the R-FBI systems

In this work, a shear beam model for structure is considered and the acceleration record
of El Centro 1940 earthquake is used. The performances of the R-FBI system for different
structural systems are analyzed. Particular attention is given to the effect of velocity-
dependence of friction coefficient. It is shown that for a finite static friction coeflicient
the velocity-dependence of dynamic friction coefficient has no noticeable effects on the
response spectra of the base-isolated structure. On the other hand, should a negligible
static friction coeflicient for teflon-teflon or teflon-steel interfaces be substantiated, it
could significantly alter the behavior of the frictional base isolators.

TECHNIQUE OF ANALYSIS

The equations of motion of a nonuniform shear beam structure with a base isolation
system subject to an earthquake excitation are described at length in [6] and hence is not
repeated here. It suffices to point out that the first ten modes of vibration are used in
the response analysis. The computer program developed in [6] for numerical integration
of equations of motion is modefied and is used in this study.

A modal damping coeflicient of 0.02 for the structure, a nonuniformity coefficient of
0.1 and a mass ratio of 0.75 are used. The recommended values of parameters for the
R-FBI system (g; = 0.04, {, = 0.1 and natural period of 4.0 sec) are employed. The
accelerogram of the NOOW component of El Centro 1940 earthquake is used as seismic
excitation. The peak relative displacements and the maximum absolute accelerations of
the base-isolated shear beam structure at its base raft and its roof under a variety of
conditions are evaluated. ‘

VELOCITY-DEPENDENT FRICTION

Recently Constantinou et al. [5] presented a series of experimental data for frictional
characteristics of teflon-steel interfaces. The following two expressions for the velocity-
dependence of friction coefficient given as




p=0.02 4+ c,(v/n), (1)
# = ca(v/n) + e3(v/n)? + ey(v/n)? (2)

are fitted to the data of Constantinou et al. in [5]. Here, v is the slip velocity, n is the
number of friction plates used in the R-FBI system (n = 8 is used in the analysis), and
the values of ¢’s are given as

6 =1.0762 x 1073 sec/cm, c2 = 2.5086 x 1073 sec/cm,
¢3 = —3.1316 x 1073 sec?/cm?, ¢y = 2.2545 x 1077 sec®/ecm®. (3)

Figure 2 compares the predictions of equations (1) and (2) with the experimantal data.
Equation (1) assumes a linear relationship between y and the slip velocity with a static
friction coefficient of 0.02. Constantinou et al. (5] have also reported that continuous non-
stick sliding occured in their experiments, which implies that 4 = 0 for v = 0. Equation
(2] satisfies this latter condition and leads to a zero static friction coefficient.
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Figure 2. Velocity-dependence of friction coefficient

RESULTS

For friction coefficient as given by equations (1) and (2), as well as a constant value
of 0.02, the response spectra of the base-isolated shear beam structure versus its natural
period T) are evaluated. The results are shown in figure 3. It is observed that the response

3




spectra for pu given by equation (1) are almost the same as those for a constant friction
coefficient. Tkat is, the velocity-dependence of friction coefficient as given by equation
(1) does not affect the peak responses. This figure also shows that the response spectra
obtained by using equation (2) defer significantly from those obtained for a constant
friction coefficient. The peak deflection and the peak acceleration are lower by a factor
of 2 to 4 aud the peak base displacement is higher by about 10 to 30 percent.
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Figure 3. Variations of the peak responses of the structure with its natural period for
the R-FBI systems with velocity-dependent friction coefficient

CONCLUSIONS

From the presented results, it may be concluded that the response spectra of the
structure with the R-FBI system are not sensitive to the velocity-dependence of friction
coefficient for a nonzero static friction coefficient. However, should it be proved that
continuous nonstick sliding with zero static friction coefficient occurs for certain inter-




faces, then the velocity-dependence of 4 can significantly affect the peak responses of
the friction-type base isolators. The effects, in this case, are generally favorable and re-
sults in significant reductions in the peak deflection and the maximum acceleration of the
structure. At the present time, however, the available meager data are inconclusive and
additional experiments are needed.
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NONLINEAR DYNAMIC RESPONSE OF FRACTIONALLY
DAMPED STRUCTURAL SYSTEMS
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Introduction

The modelling of structural damping has been a long standing prob-
lem. Most typically, differential type simulations have been employed
to represent such behavior, i.e. Kelvin-Voigt, Maxwell, as well as com-
bined models. Interestingly, this is in spite of the fact that such
simulations do not generally define the proper frequency sensitivities
over wide ranges of spectral input. As a result of this, alternative
formulations have been sought. Generally, this has meant the develop-
ment of nonlinear tvpe representations. To extend the range of validity
of differential type formulations, the integer derivatives have been
recently replaced by fractional integro differential operators, i.e. of
the Liouville-Riemann form. Such a formulation enables the powers of
the various derivatives to be cast in terms of experimentally derived
fractional numbers. Such expressions yield better results over wider
spectral ranges than the usual integer version. Note while fractional
operators yield significant modelling advantages, they are awkward to
handle both analytically and numerically [2].

In the context of the foregoing, the presentation will develop effi-
cient and stable numerical schemes enabling the solution of the nonlinear
dynamic response of structure with viscoelastic components, as well as
discretely attached dampers. The damping will be modelled by fractional
integrodifferential operators of the Grunwald type [3]. To generalize
the results, the numerical analysis will be generalized to FE type sim-

ulations.
Overall the dampers treated fall into three categories, namely

i) Those attached to external support structures;

Internal dampers which may be linked between various components
of the given structure; and,

ii)
iii) Viscoelastic type material behavior.

For the fracticnal formulation of such problems, the sclution development
consists of two levels, i.e. the establishment of the numerical approxi-

mation of the fractional operator and the glob-1l level transient algorithm.

* Work partially supported by NASA Langlev under grant NAG-1-144,
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To generalize the results, the algorithm will be developed for nonlinear
structural simulations involving large deformation kinematics.

For the presentation, detailed discussions will be given on:

i) The numerical approximation of fractional operators;

ii) The FE simulation of nonlinear structure with fractionally
defined dampers; and,

iii) Qutlining the benchmarking experiments defining the stability
and efficiency of the overall development.

Generalized Fractional Integrodifferential Dampers

As noted earlier, traditional dissipative characteristics are de-
fined by the following differential type expression, namely

F.rC S (v)+c 12—(Y)+ (1)
~D 1l dt "= 2 dtz ~ °

where Fp, C; and Y respectively represent the damper force, damping co-
efficient, and deflection. It is well known that due to the proportional
nature of (1), Ci apply only for a small range of exciting frequencies.
To extend the range of application, dR/dt™ ( ); ne(l,..] can be replaced
by fractional operators, i.e. [2]

Fy = ? C, Dq, (Y) (2)
where Dqi( ) is defined by the Riemann-Liouville relation, namely
1 e, W
in(!) = F?:azj £ (E:;) Y(r)dr (3)

such that [ is the gamma function. The main draw back to employing frac-
tional simulations lies in the fact that from a purely analytical point
of view, such operators are somewhat cumbersome to handle. To bypass
such a shortcoming, we shall employ an alternative but equivalent defi-

nition developed by Grunwald. In particular

g Sl N-L 5.
in(Y) A lim (3) T (-1) (j)T(t-jt/N) (4)

The foregoing definition can be extended to represent either an
integral or differantial type operator. This is achieveu by latting q
range over both positive and negative numbers. As will be seen from the
presentation, (4) can be approximated by employing a finite series where
At is discrete.
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structural simulations involving large deformation kinematics.

For the presentation, detailed discussions will be given on:

i) The numerical approximation of fractional operators;
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Generalized Fractional Integrodifferential Dampers
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F.nC i—(y)+c d—2—-(3()+ (1)
~D 1 dt ‘= 2 42 - .

where Fp, C; and Y respectively represent the damper force, damping co-
efficient, and deflection. It is well known that due to the proportional
nature of (1), C; apply only for a small range of exciting frequencies.
To extend the range of application, dP/dtP ( ); ne(l,..] can be replaced
by fractional operators, i.e. [2]

Fp = © ¢ Day (1) (2)

where Dqi( ) is defined by the Riemann-Liouville relation, namely
N qi+l
1 1
in(g) T(-q.) ;) Y(1)dr (3)

such that I is the gamma function. The main draw back to employing frac-
tional simulations lies in the fact that from a purely analytical point
of view, such operators are somewhat cumbersome to handle. To bypass
such a shortcoming, we shall employ an alternative but equivalent defi-

nition developed by Grunwald. In particular

-1 N-1 .
Dq, (V) ~ 1im (5) & (-DI(DH1(e-3e/N) (4)
i . N . i
N-o0 j=0
The foregoing definition can be extended to rcpresert either an
integral or differential type operator. This is achieved by letting q
range over both positive and negative numbers. As will be seen from the
presentation, (4) can be approximated by employing a finite series where

At is discrete.
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Finite Element Formulation

The main emphasis of the presentation will be to consider the analy-
sis of nonlinear structure containing varying types of dampers. These
shall be modelled by fractional integrodifferential type operators. The
system nonlinearity treated is a direct result of kinematic, material and
boundary condition induced nonlinearity. In this context, the FE model
will employ the 2nd Piola Kirchhoff stress and Lagrangian strain tensor
combination of measures. The overall '"fractional" viscoelastic FE form-
ulation will be established via the virtual work principle.

The solution of the resulting FE model will be developed via an
implicit type formulation. As noted earlier, this consists of two oper-
ational levels, i.e. the fractional operator representation of the damp-
ing characteristics and secondly, the remaining formulation involving
the structural stiffness, boundary conditions as well as inertial effects.
The fractional operator is approximated by an appropriately truncated
Grunwaldean representation. Note truncation is controlled via self-
adaptively updated remairider expressions. These streamline the use of
the Grunwald representation. The results of this level are employed
in conjunction with the implicit transient formulation of the inertial
terms. Overall this yields an incremental time stepping solution. For
demonstration purposes a least square type [3] Newmark Beta type expres-
sion is used to represent the appropriate inertial fields. Due to the
generality of the fractional formulation, both stress and strain rate
dependencies can be handled, i.e. Maxwell-Kelvin-Voigt type representa-
tions.

Benchmarking

Based on the Grunwaldean Newmark Beta type implicit formulation, an
incremental algorithm will be developed to enable the nonlinear dynamic
solution of structure containing dampers modelled by more comprehensive
fractional type operators. To benchmark the stability, efficiency and
capabilities of such algorithms, the results of several numerical experi-
ments will be presented, namely:

i) The simulation of a full scale rolling vehicle traversing
rough terrain; and,
ii) The response of various structure with damped viscoelastic

coatings.

The simulations will be used to establish the unique modelling features
of fractional type operators.
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Introduction

A great number of papers, some very sophisticated, have
been devoted to the response of nonlinear systems under
sinusoidal excitation. Most of them concern the large-
amplitude oscillations of structural systems; they can be
described by simplified models which exhibit nonlinear force-
deflection relationship of holonomic type [1].

Only a few studies, however, dealth with the dynamic
analysis of hysteretic oscillators (e.g. Refs.2-6); the
earlier ones concerned bilinear constitutive relationships,
and subsequent ones more deneral yielding cases. Several
models, whose stationary dynamic behaviour does not seem
altogether enlightened, have been recently introduced to
rerresent the hysteretic characteristics of different physical
systems under severe excitation.

The aim of this paper is to explore this matter more
throughly by studying the steady-state oscillations of a class
of simple but general hysteretic systems.

Solution of steady-state response

Let us consider a hysteretic oscillator with a restoring
force f, viscous damping { and a frequency w, ©of small
amplitude under a sinusoidal excitation F coswt. If fy, is the
maximum value of f and x, the displacement at nominal yielding
such that ol = fy/mx,, Ly introducing the non-dimensionalized

guantities:
X =x/x,, f=1¢/8,, F=Ff, T=wt, a=o0/o (1)
the equation of motion reads:
X+ 2 (x+ f(x) =F cos at (2)
where the tilde has been omitted.

Along a stable cycle the force-deflection relation f(x) has
to be described by two single-valued funtions, f,(x) and f,(Xx)




for the upper (x>0) and lower (x<0) side of the cycle
respectively. Typical examples are the bilinear model and the
Ramberg-0Osgood model, studied in [2,3].

Due to the non-holonomic character of the restoring force,
the steady-state response is obtained by means of an integral
procedure. The solution is sought for in the form:

x(t) = I A,cos nat + I, B sin nat C(3)

Substitute eq.(3) into eq.(2) and expand the periodic function
f(x(t)] in a Fourier series; A,, B, are determined by equating
the coefficients of the same narmonics.

It is assumed here that n=1 and damping is neglected; the
amplitude X and the phase ¢ of the solution can be obtained
from:

{ C(X) - a*X )} + S(X)*= F? (4)
S(x

tg ¢ = _—_(_.)_. (5)

C(X)-a*X
where:

2  §

c(X) = — f(X cos 8) cos 8 de (6)
L L
2 i)

S(X) = — f(X cos 8) sin & de (7)
r =

Eq. (4) completely describes the relation h(X,a,F) among the
oscillation amplitude, the intensity of the force and its
frequency.

For the bilinear (EPL) and Ramberg-Osgoocd (ROM) models the
solution has been obtained in [2,3) and the frequency-response
curves (f.r.c.) are plotted in Fig.l. The main features of the
response are:

a) the ’soft’ resonance exibited by the systems

b) the single valued and stable nature of the response curves

c) the occurrence of unbounded resonance above a certain value
of force intensity.

In comparison with nonlinear elastic oscillators the
existence of a maximum value in the restoring force is
responsible for the unbounded amplitude resonance, while the
hysteresis seems to make branches of unstable solutions
disappear, although multi-valued f.r.c. have been obtained in
[4] for a particular hysteretic model.
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The stability analysis, performed in many works on periodic
oscillations of nonlinear systems, have shown that when the
response amplitude is multi-valued the part of curve between
two loci of vertical tangency is a region of unstable
solution.

FPrequency-rasponse curves

To gain insigth into the behaviour of hysteretic models and
to better ascertain the role of the hysteresis, it is
convenient to develop a qualitative study of the eq.(4). Since
it is clear that the solution is governed by the pattern of
C(X) and S(X), to make reference in the analysis tc a range
that is wide but at the same time meaningful, a class of
hysteretic models, illustrated in Fig.2, has been considered.
Due to linearity of the single branch and a very low number of
parameters, the model is simple and sufficiently general so as
to represent some characteristics of stiffness-strength
degrading force-deflection laws of real engineering systems.

The parameter ¢ is the post-elastic stiffness which can be
positive or negative; g governs the magnitude of hysteresis,
that is minimum for g =0, while the model becomes bilinear
for 8=1. When ¢ and g change, C(X) and S(X) change as well:
they are plotted in fig. 3 for three different cases. It is
worthing to notice that the functions are regular and S(X) may
or may not decrease.

In Fig. 4 the frequency-response curves for the model are
illustrated with various values of g and ¢ (the latter is
always positive). If g is even a little smaller than unity the
curve becomes multi-valued, showing that the curve of bilinear
model is marginally stable. The frequency range of unstable
solution, for a given force 1level, becomes wider as
decreases and tends to disappear for high g values.
Notwithstanding the simplicity of hysteretic model, a rich
variety of the periodic response, depending on the pattern of
C(X), S(X)} and on the value of F is evidenced. Study of eq. (4)
leads to the conclusion that the number of the roots of the
equations:

C(X)* + S(X)* = F? ' s(X)* = F? (8)

governs the intersections of the curve with the a =0 axis,
(eq.al) and with the backbone curve the second (eq.sz).

For the model considered four different circumstances,
illustrated in fig. 5, are possible acccrding to the number of
the roots of eqs.8 reported in Tab.1. In case (a) S(X) is




monotonic, while in the others it is not monotonic; the curves
(b),(c) and(d) refer to the same oscillator for increasing F
values. In cases (b) and (c), there is always a frequency
range where the curve is multi-valued and unstable solutions
occur. In case (a) this can occur depending on the parameters
of the model, in any case it happens for B < 1; curve (d)
seems to be always stable.

Fig.6 describes the relation X-F for different frequency
values in the range a<l for an assigned model. On this plane
for each frequency the value of F above which the response is
unbounded is evident as well as the range where the curve is
multivalued.

A detailed study of the stability of the steady-state
solutions of the hysteretic systems presented is a natural
development of the present work.
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1. Introduction

Active and semi-active control of vehicle dynamics has become a subject of
major interest during the past years, and today simple "damping control
systems” are already incorporated in serial constructions of passenger
cars. The fast progress in the analysis, design and technology of the con-
trol systems leads to the need of an accurate description of the dynamics
of all components involved, like e.g. the tire or the shock-absorber.

The models used to analyze vehicle dynamics are mainly linear, with some
isolated nonlinear elements. Usually, for ride-comfort investigations only
the nonlinear dynamics of the shock-absorbers and the tires have to be
taken into account. If only the system's overall dynamic response is of
interest, these isolated elements can be taken care of by equivalent linea-
rization techniques. The parameters of the linearized model can then be
determined analytically, if the governing nonlinear equations are known.
Most often, however, this is not the case and one must resort to experimen-
tal data. The parameters of the linearized model do of course depend on the
type of test-signal. By using various ter signals it is thus possible to
determine the coefficients of an ad-hoc _ .stulated nonlinear differential
equatinrm for the shock-absorber.

In what follows we first describe a simple mathematical model for shock-ab-
sorbers, discuss the linearization technique and estimate the parameters of
the mathematical model from experimental data.

2. A mathematical model of the shock-absorber

Here only a very basic description of a shock-absorber is given. Its dyna-
mic behavior does of course strongly depend on constructive details.
Although there are many different types of shock-absorbers, they share one
common feature: in principle they all consist of a piston moving in a
closed cylinder as shown in Fig. 1.

Assuming that the two chambers are interconnected by a channel with
constant circular cross-section a and length |l and that the liquid is




incompressible one can derive the piston’'s equation of motion

mi(t) + dx(t) + dx(t) san[x(t)] + dgsan[x(t)] = F(t), (1)
with
Arl 2
dl=§~u-a—2-——, d2=a%A , d.3=u.N. (2)

where A is the effective piston area, v and p are the dynamic viscosity and
the mass density of the fluid and a is a constant. Coulomb friction between
piston and cylinder has been taken into account., uN being the friction
force. The three damping terms in (1) describe energy dissipation due to
laminar flow, throttle losses and friction, respectively. In some types of
dampers the liquid is suspended by pneumatic springs. Then one has to take
into account this elasticity by introducing a spring in series with the
piston. This model czn also be used, if the foaming of o0il and air becomes
significant. We will however concentrate on the simplest case of Fig.l.

3. Equivalent linearization

From the various linearization methods only harmonic linearization is con-
sidered here. This technique corresponds to the first order approximation
in the method of Krylov-Bogol jubow-Mitropolski for quasiperiodic differen-
tial equations /1/. It is therefore limited to a description of the damper
dynamics for harmonic motion or nearly harmonic motion only.

The basic idea of harmonic linearization is to replace the nonlinear equa-
tion

me + g(x(t),x(t)) = F(t), (3)

where g(x.i) usually is an odd function and F(t) is harmonic by a linear
one

my + dx + cx = F(t) (4)

and to chose the coefficients ¢ and d so as to minimize the difference
between x(t) and y(t) in a certain sense.

For shock-absorbers g(x,i) is not an odd function and the method can not be
applied directly. Taking into account that the operation point of the
system will not be fixed in the case of a purely harmonic F(t)., we allow
F(t) to have a constant component




F(t) = F + F sin(Qt + g) (5)

so that

f:%f:g(x(t),;c(t)) dt , T=Q&, (6)
for

x(t) = x sin(Qt + ¢ + ¢). (7)

In this way the operating point of the system is locked at x = O, x = 0 and
equation (4) now holds for the fluctuating part of F(t) only.

If we then replace (3) by (4), the coefficients ¢ and d can be found ‘rom

c = —L: jzﬂ g(;sins,;ﬂcose) sinB do (8)
T xv0

d = —AZ-JQW g(;sins,;Qcose) cosB do. (9)
m YO

Of course also stochastic linearization can be applied /2/. This has been
done in /3/. The resu.its obtained so far are very similar, the only diffe-
rence being that more test-signals can be used in the stochastic case.

4. Parameter identification

Applying harmonic linearization to the analytical model (1), we obtain

8d2 . bd3
c =0, d=d1+—-xﬂ+T (10)
3r il

for the parameters of the linearized equation. These coefficients can easi-
ly be measured experimentally. Since d depends on the amplitude and on the
frequency of the test signal one can identify dl' d2, d3 by applying

various test signals. Each measurement yields an equation of the form
= 11
d +a,dy+b dy=c, . (11)

If at least three linear independent equations are formulated the coeffi-
cients dl' d2, d3 can be determined. Formulating more than three equations,
the method of least squares can be applied.




5. Experimental results

Tests were performed in the laboratory of the Institut flir Mechanik for a
shock-absorber of the rear-axle suspension of a passenger car (Ford Sier-
ra). Fig.2 shows the test facility with a damper mounted in the hydro—pulse
machine. The damper end-point motion was controlled by the machine with the
force being measured simultaneously. The parameter d was estimated experi-
mentally using sinusoidal test-signals of different amplitudes and frequen-
cies. Fig.3 shows the results obtained for a low temperature of the shock-
absorber and test-signals of 2 Hz and 6 Hz respectively. Following the
method described in the last chapter, the coefficients dl' d2 and d.3 were

found to be

dl = 1.3866 Nsomm , d2 =0, d3 = 1.5767 N ,

when the 6 Hz curve is considered.

6. Conclusions

In a first step towards an accurate description of the shock-absorber dyna-
mics a simple mathematical model was presented. The unknown coefficients
were estimated using experimental data. The parameter identification tech-
nique used in the analysis is based on equivalent linearization and seems
to be adequate for a large class of applications.
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Prediction of Seismic Response Spectra for Bilinear Hysteretic Oscillators
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A new approach for presenting the seismic response spectra of bilinear
hysteretic oscillators in terms of “6”, the ratio of yield displacement to the maximum
displacement of the corresponding elastic oscillator is proposed. Such spectra,
which are defined in *erms of the above mentioned reduction factor on spring forces
provide a convinient and direct basis for comparison of response spectra for
oscillators with different nonlinear characteristics. It is observed that the bilinear
hysteretic oscillators with incorporation of low to moderate ductility levels cause a
considerable reduction in acceleration in the medium and low frequency ranges.
Also, for the same level of § , it is seen that the bilinear hysteretic oscillators are
more effective in controlling the permanent residual displacement than the

corresponding elasto-plastic oscillators.

Estimation methods for predicting the required design ductility and maximum
absolute acceleration are presented. |t is seen that the proposed methods produce
good a estimation of maximum acceleration in all frequency ranges. However, the
prediction of ductility requirement is good, mainly for the case bilinear hysteretic
oscillators with non-zero secondary stiffness and not so good for the case of

elasto-plastic oscillators.




